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a b s t r a c t

Much progress has been made in modeling the lithium-ion battery technology. There exists a critical
need to establish a framework to assess the role of various physical, geometrical, and operating param-
eters and their relative influence on the energy and power capability of batteries. In this study, a surro-
gate modeling framework has been introduced to map the effect of design-related parameters on the
performance of a lithium-ion cell. In particular, the effects of cycling rate, cathode particle size, and dif-
fusion coefficient and electrical conductivity of the solid cathode material, on the specific energy and
power have been studied using a cell-level model in conjunction with tools such as kriging, polynomial
response, and radial-basis neural networks. Through global sensitivity analysis the relative impact of the
various parameters are quantified under different scenarios. Specifically, the design space can be split
into distinct regions based on the discharge and diffusion time scales for separate, more refined analysis.
It is shown that the cathode performance becomes independent of the diffusion coefficient above a crit-
ical value. A Pareto-optimal front was constructed to quantify the tradeoff between maximum achievable
energy and power levels. Such an analysis can provide guidelines for the optimization of the positive elec-
trode design.

! 2010 Elsevier Ltd. All rights reserved.

1. Introduction

The successful development and implementation of high-en-
ergy lithium-ion batteries [1–3] in recent years has allowed for
their use in a variety of portable devices. Li-based batteries offer
significant advantage over other technologies due to their high en-
ergy density and high voltage. The extension of such energy sys-
tems from portable electronics to hybrid and electric vehicles is
not trivial, as the number of design variables increases enormously
which can only be analyzed at a reasonable cost in a proper math-
ematical framework. For their successful implementation, the ef-
fects of both material properties and morphology need to be
considered in a physics-based model. The role of material selec-
tion, discharge rate, and design parameters such as the electrode
particle size on battery performance are still not well understood.
This in part could be attributed to the disparity in the measure-
ment of the material properties, such as diffusivity and electronic
conductivity in solid particles, recorded in the experiments con-
ducted by several groups over the past two decades. For instance,
estimates of the diffusion coefficient are highly sensitive to uncer-

tainties in measurements of the true cross-sectional surface area
for the insertion process, as well as the technique used [4]. Exper-
iments conducted by various groups [4–10] to study these effects
have resulted in time consuming and difficult analyses of the cell
performance due to the limitations of the manufacturing process
for tuning the design parameters.

Theoretical analysis and computer simulations of the intercala-
tion/deintercalation process in lithium-ion batteries offer an
attractive alternative and have been gaining widespread attention
[11–22]. Different mathematical formulations, such as the single-
particle [11] and porous-electrode models [12], have been
employed to estimate the transport and kinetic parameters for a
carbon–LiCoO2 cell for different rates of discharge [13]. However,
the single-particle model was only valid up to a rate of 1C as it
failed to predict cell behavior at higher rates. Paxton and Newman
[14] have proposed a theoretical approach for estimating a con-
stant value of the diffusion coefficient by examining the behavior
in a single-particle in a system where the diffusion coefficient is
a strong function of the state of charge; this methodology was for-
mulated and implemented for a nickel oxide electrode. Arora et al.
[15] have outlined a procedure for including the effect of capacity
fading as a result of side reactions into the porous-electrode mod-
el. Zhang et al. [16] have proposed a mathematical model capable
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of including the mass transport within the particle and kinetics at
the particle–electrolyte interface to simulate lithium intercalation
in a spinel particle. Results were quantified in terms of the ratio of
the diffusional resistance of lithium in the solid to the interfacial
kinetic resistance. A larger value of this ratio indicated a faster
interfacial charge transfer, and a lower value a faster diffusion of
lithium in the solid. Arora et al. [10] have modeled lithium-ion
polymer cells with different electrode thicknesses, initial salt con-
centrations and higher material loadings. Using a rate-dependent
salt diffusion coefficient, good agreement between theory and
experiments was shown. The solution-phase diffusion limitations
were the limiting factor for high-rate discharges, based on exper-
iments and model predictions. It was shown that at higher dis-
charge rates even a small change in the solid diffusion coefficient
led to significant changes in the discharge profile. Nagarajan
et al. [17], through a mathematical model to study the effect of
particle size distribution (PSD) on the discharge behavior of inter-
calation electrode systems, have shown that the electrode utiliza-
tion could be potentially increased by using a binary mixture of
small and large particles. Doyle and Fuentes [18] have shown that
diffusion inside the graphite electrode is affected marginally by the
concentration polarization that occurs inside the electrode. Re-
cently, significant attention has been directed towards micro-
scopic-scale modeling of the electrode structure to investigate
the role of particle aggregation on maximum achievable power
densities [19]. The total capacity and power density of the battery
was shown to diminish with decreasing diffusivity. The specific
power and energy did not change for diffusion coefficient smaller
than 1 ! 10"11 cm2/s, as the Ragone curves reached an asymptotic
response. A homogenous, small, well-dispersed particle size distri-
bution was shown to result in higher power densities and more
effective active material utilization. Using particle-scale models,
Zhang et al. [20,21] have simulated intercalation-induced stresses

in ellipsoidal particles [20], and heat generation and intercalation-
induced stress inside spherical and ellipsoidal LiMn2O4 particles
together with surrogate-based analysis [21]. It was shown that
larger particles and higher discharge rates lead to higher intercala-
tion-induced stresses in LiMn2O4 electrodes. In addition, intercala-
tion-induced stress and heat generation increased with increasing
equivalent particle size and potential sweep rate.

Potential opportunities for manipulating the morphology of the
particle clusters comprising lithium-ion electrodes to attain perfor-
mance goals would only be possible by developing a better under-
standing of the role of material properties and operating conditions
on battery performance. In spite of significant modeling effort, the
role of process variables (such as particle size, solid-state diffusiv-
ity and electrical conductivity) on the performance of lithium-ion
batteries is still not well understood. In addition, the maximum en-
ergy that a battery can provide is dependent on the discharge rate
required by its application. To identify the role of such a large num-
ber of factors that influence the battery performance, large scale
simulations of a complete battery pack that consider the micro-
structure would be required, which inherently would be computa-
tionally intensive and expensive. An alternative and parallel
method is to rely on physics-based macroscopic models to simu-
late the cell performance with respect to various design variables
and construct reduced-order models that offer fast prediction with
respect to design variables. Surrogate-based analysis tools offer
one such option, as they can be used to systematically organize
the simulations to represent the entire design space, provide fast
prediction of system response to the variables through model esti-
mation (such as kriging (KRG), polynomial regression (PRS), and ra-
dial-basis functions (RBNN)) and appraisal, identify critical regions
where performance is good or poor, and perform sensitivity analy-
sis to compare the relative importance of the design variables. Pre-
viously, surrogate modeling has been employed for a variety of

Nomenclature

a vector of radial-basis functions
b coefficients of linear combinations for polynomial

regression and kriging
c1 concentration of Li-ions in the solid (mol/m3)
c2 concentration of Li-ions in the liquid (mol/m3)
Ds diffusion coefficient in the solid phase (m2/s)
Deff
2 effective diffusivity in the liquid (m2/s)

E(#) expected value of the quantity
fa activity coefficient
F Faraday’s constant (C/mol)
i0,j exchange current density (A/m2)
i2 current through the separator (A/m2)
in,n current density in the anode (A/m2)
in,p current density in the cathode (A/m2)
Idis discharge current (A/m2)
J volumetric reaction current (A/m3)
k reaction rate parameter (m5/2/mol1/2-s)
n number of electrons transferred in electrode reaction
NPRG number of terms in polynomial regression
NRBF number of radial-basis functions
NS number of sampled design points
r radial coordinate (m)
R universal gas constant (J/K-mol)
R2
adj adjusted coefficient of multiple determination

Rs,n radius of anode particles (m)
Rs,p radius of cathode particles (m)
si stoichiometric coefficient of species i
SMi main factor global sensitivity index for ith design vari-

able

STi total factor global sensitivity index for ith design vari-
able

t time (s)
t0þ cation transference number
tdif characteristic diffusion time (s)
tdis discharge time (s)
T temperature (K)
UOCP open-circuit potential (V)
V(#) variance of the quantity
wi coefficient of linear combinations in radial-basis func-

tions
X NS ! NPRG Gramian matrix of basis functions
y true function to be modeled
y vector of responses at sampled design points
yi response at ith design point
aa,j transfer coefficient in the anode
ac,j transfer coefficient in the cathode
b radial-basis spread coefficient
dn thickness of the anode (negative electrode) (m)
dp thickness of the cathode (positive electrode) (m)
ds thickness of the separator (m)
e1,n porosity in the anode
e1,p porosity in the cathode
u1 potential in the solid phase (V)
u2 potential in the liquid phase (V)
gj surface overpotential of the cell (V)
j effective ionic conductivity in the liquid phase (S/m)
r effective electronic conductivity of the solid phase (S/m)
s dimensionless time
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applications, including design optimization for subsonic diffusers
[22] and particle shape and size selection in conjunction with mi-
cro-scale modeling of lithium-ion electrodes [21]. Since surrogate
tools have not been applied to battery cells, we set the following
objectives in the present work:

(1) Build on prior work in physics-based modeling of battery
cells containing porous electrodes to create scalable physical
models that are capable of incorporating both materials
properties (for example, diffusivity and conductivity) and
morphology (for example, particle size and shape) into sim-
ulations of battery performance.

(2) Develop surrogate-based analytical tools to identify local
optima in performance based on physics-based modeling,
and conduct cross-validation studies of alternative surro-
gates and to identify optimal design scenarios between
power and energy.

(3) Use these models for determining basic relationships among
materials morphology, properties in key performance indi-
ces including cycling rate and electrode particle size, diffu-
sivity, and electronic conductivity on the specific energy
and specific power.

Thus, in this study, we seek to use cell simulations in conjunction
with surrogate-based analysis tools to examine the effect of cycling
rate and cathode particle size, diffusivity, and electronic conductiv-
ity on the specific energy and specific power capability. Since the
mean and maximum cycling rates for a battery can be estimated
from its expected application, these results can be used as guide-
lines for electrode design optimization.

2. Methodology

2.1. Battery simulation model

In this study, the galvanostatic discharge of a cell consisting of
negative electrode–separator–positive electrode (Fig. 1) has been
modeled using the porous-electrode formulation [12]. Porous-elec-
trode models solve the continuum scale governing equations for
predicting the cell performance under various operating condi-
tions. The porous-electrode formulation has been shown to include
the physiochemical processes involved in the cell, which the equiv-
alent circuit approach fails to take into account. Since the former

are based on homogenization, the detailed microstructure cannot
be considered in the analysis, and hence effective material proper-
ties employ empirical models. In the porous-electrode model,
movement of lithium ions from the negative (anode) to the posi-
tive (cathode) electrode is described through transient one-dimen-
sional transport equations as follows.

In the solid, diffusion inside spherical particles is considered to
be the mechanism for transport of lithium, and can be described
as:

oc1
ot

¼ Ds
o2c1
or2

þ 2
r
oc1
or

 !

ð1aÞ

with boundary conditions:

oc1
or

¼ 0 at r ¼ 0 ð1bÞ

in;j
F

¼ "Ds
oc1
or

at r ¼ Rs;j ð1cÞ

where j = n (anode) or p (cathode).
In the liquid electrolyte:

e oc2
ot

¼ r # Deff
2 rc2

! "
" si

n
1" t0þ

F
r # i2 "

i2 "rt0þ
F

ð2Þ

with the boundary conditions shown in Fig. 1 [12,17]. In Eqs. (1) and
(2), c1 and c2 denote the lithium-ion concentrations in the solid and
liquid phases, respectively. The initial concentration in the electro-
lyte was chosen to be c2 = 1000 mol/m3. A gradient of the chemical
potential is the driving force for the lithium-ion diffusion across the
width of the cell. In the existing model, the chemical kinetics at the
particle–electrolyte interface is described using the Butler–Volmer
equation, in which the flux on the particle surface is a function of
the exchange current density and the surface overpotential, as
shown in the following equation:

in;j ¼ i0;j exp
aa;jF
RT

gj

# $
" exp "ac;jF

RT
gj

# $% &
ð3Þ

where the exchange current density is given by the following
equation:

i0;j ¼ Fkðc1Þ
1
2ðc2Þ

1
2ðc1;max " c1Þ

1
2 ð4Þ

and gj = u1 " u2 " UOCP is the surface overpotential. The surface
overpotential in the positive electrode is estimated based on the
open-circuit potential given in Eq. (5), and the electrical potentials
in the solid (u1) and liquid (u2) phases, using Eqs. (6) and (7):

UOCP ¼ 4:06279þ 0:0677504 tanhð12:8268" 21:8502yÞ

" 0:105734 "1:575994þ ð1:00167" yÞ0:379571
h i

" 0:045e"71:69y8 þ 0:01e"200ðy"0:19Þ ð5Þ

r # ðrru1Þ " J ¼ 0 ð6Þ

r # ðjr/2Þ þr # ðjDrðln c2ÞÞ þ J ¼ 0 ð7Þ

where J ¼ r # i2 is the volumetric reaction current in the electrolyte,

jD ¼ ð1" t0þÞ
jRT
F

1þ o ln fa
o ln c2

# $
ð8Þ

J ¼

3e1
Rs

! "

p
in;p in the positive electrode

0 in the separator
3e1
Rs

! "

n
in;n in the negative electrode

8
>>><

>>>:
ð9Þ

and e1,p (e1,n) and Rs,p (Rs,n) are the porosity and particle size in the
positive (negative) electrode, respectively. More details of the

Fig. 1. Lithium-ion cell model showing spherical electrode particles and boundary
conditions.
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formulation can be found in Refs. [12,23,24]. An important advan-
tage of the battery model is that the simulations are computation-
ally inexpensive, with typical case runtimes on the order of a few
minutes or less. This allows for simulating a large number of cases
to probe the wide design ranges considered in this study.

2.2. Surrogate models

Surrogate models can be used to predict the behavior of an
objective function (in this case the battery energy or power) within
the design space based on data obtained from simulations at se-
lected design points. Surrogate models can be categorized in two
groups, namely parametric (e.g. PRS, KRG) and non-parametric
(e.g. RBNN). Different types of surrogate models should be at-
tempted and compared, since the best method is problem-depen-
dent and cannot be predicted beforehand. A brief description of
the commonly used models is as follows; further details can be
found in Ref. [25]. The key steps in the surrogate modeling process
are shown in Fig. 2.

2.2.1. Polynomial response surface (PRS)
In a polynomial response surface model, the objective function

is approximated as a linear combination of polynomial basis
functions:

ŷðxÞ ¼
X

i

bifiðxÞ ð10Þ

The number of i terms and the maximum degree of fi(x) are
determined by the order of the PRS model. There often exists an
‘‘optimum” polynomial order; higher-order polynomial response
surfaces can potentially achieve greater accuracy by allowing more
degrees of freedom, but can also suffer from excessive curvature
that can hinder accuracy and show inconsistent trends in the objec-
tive function from actual data. The coefficient vector b is selected
using a least squares method such that the prediction error at the
training data points is minimized.

The adjusted coefficient of multiple determinations quantifies
the prediction capability of the polynomial response surface
approximation. This parameter is defined as

R2
adj ¼ 1" r2

aðNs " 1Þ
PNs

i¼1ðyi " !yÞ2
ð11Þ

where !y is the mean value of the objective function y at the data
points and ra is the RMS error of the polynomial response surface
at the data points. A good polynomial fit should have a small RMS
error, and thus an R2

adj value close to 1.

2.2.2. Kriging (KRG)
A kriging implementation by Lophaven et al. [26] is used in this

study. The objective function y(x) is approximated as a sum of a
polynomial regression model and a systematic departure Z(x):

yðxÞ ¼ ŷðxÞ ¼
X

i

bifiðxÞ þ ZðxÞ ð12Þ

The systematic departure components are assumed to be correlated
as a function of distance between the locations under consideration.
In this study, a variety of correlation functions are considered:
Gaussian, linear, exponential, cubic, spline, and spherical. A detailed
formulation of these correlation functions has been summarized by
Lophaven et al. [26].

2.2.3. Radial-basis neural network (RBNN)
A radial-basis neural network model approximates the objec-

tive function as a linear combination of NRBF radial-basis functions
[27], also known as neurons:

ŷðxÞ ¼
XNRBF

i¼1

wiaiðxÞ ð13Þ

The Gaussian function has been used as the radial-basis function in
this study:

aiðxÞ ¼ e"ðksi"xkbÞ2 ð14Þ

where the quantity ksi " xk is the distance to the ith radial-basis
function. The number of neurons and associated weights are deter-
mined by satisfying the user defined error ‘‘goal” on the mean
squared error in approximation.

2.3. Cross-validation

In order to select appropriate surrogate models for analysis,
methods for evaluating and comparing the accuracy of the models
are required. Procedures for comparing error measures for kriging
and PRS models have been developed by Goel et al. [28]. One strat-
egy used in this study was to obtain simulation data at test points
not used in the construction of surrogate models. The prediction
error could then be computed at each test point for each surrogate
model. While this method is easy to use and is useful for perform-
ing cross-validation, it is also limited by the number of test points
that can be selected and the location of these points. The use of
other cross-validation techniques in conjunction with test-point
prediction error has also been adopted.

To estimate the accuracy of a surrogate model independent of
test points, a parameter called the prediction error sum of squares
(PRESS) can also be computed. PRESS is computed directly from the
training data by summing the ‘‘leave-one-out” prediction errors at
all data points. The ‘‘leave-one-out” prediction error is defined as
the prediction error at a particular point using the surrogate model
constructed from all other data points. In a more general formula-
tion allowing an arbitrary number of data points to be left out at a
time, this parameter is known as the generalized mean square er-
ror (GMSE). In this study, we use the RMS PRESS value as the basis
of evaluation and comparison:

RMS PRESS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XNs

i¼1

yi " ŷð"iÞ
i

! "2

vuut ð15Þ

where ŷð"iÞ
i represents the prediction at x(i) using the surrogate con-

structed using all sample points except (x(i), yi) [25].Fig. 2. Flowchart for the surrogate-based modeling framework [25].
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2.4. Global sensitivity analysis

Global sensitivity analysis can be useful for comparing the rel-
ative magnitude of effect of the design variables on the objective
function, especially if the number of design variables is large. Vari-
ables that have little effect on the objective function can be identi-
fied and removed from consideration, allowing the design space to
be reduced. A method similar to that used by Sobol [29] has been
employed in this work.

An objective function f (obtained from the surrogate model) can
be decomposed as a sum of functions of individual variables and
combinations of variables, known as additive functions:

f ðxÞ ¼ f0 þ
X

i

fiðxiÞ þ
X

i<j

fijðxi; xjÞ þ # # # þ f1"Nv ðx1; # # # xNv Þ ð16Þ

The total variance V(f) is defined as the expected value of the square
of the summation of all non-zero order additive functions. The total
variance can also be expressed as a sum of partial variances of the
individual variables and combinations of variables:

Vðf Þ ¼
XNv

i¼1

Vi þ
X

i<j

V ij þ # # # þ V1"Nv ð17Þ

The partial variances are in turn defined in terms of the expected
value of the additive functions:

Vi ¼ VðE½f jxi)Þ
Vij ¼ VðE½f jxi; xj)Þ " ViVj

# # #
ð18Þ

The expected values of the additive functions and their variances
can be expressed as integrals of the additive functions that can be
approximated using Gauss-quadrature or Monte-Carlo methods:

E½f jxi) ¼
Z 1

0
fi dxi ð19aÞ

VðE½f jxi)Þ ¼
Z 1

0
f 2i dxi ð19bÞ

In this study, a 5-point Gauss-quadrature integration scheme is
used. The main sensitivity indices can then be computed from the
partial variances:

SMi ¼
Vi

Vðf Þ
ð20Þ

The total sensitivity index for the ith variable is defined as the sum
of all variance terms involving i, divided by the total variance. This
can be expressed as a sum of the main sensitivity index and all
higher-order terms involving i:

STi ¼ SMi þ
P

j;j–iV ij þ # # #
Vðf Þ ð21Þ

The relative importance of the design variables can be observed by
comparing either their partial variances (main sensitivity indices)
or their total variances (total sensitivity indices). The difference be-
tween the main and total sensitivity indices for each variable also
gives an indication of the degree of interaction between variables.

2.5. Pareto-optimal front

A single objective can be optimized by simply searching the de-
sign space for the minimum or maximum value of the objective.
However, if multiple competing objectives are present, such as
specific power and specific energy, there may be no single optimal
design, but many designs in which one objective is improved at the
cost of another [30]. Pareto-optimal solutions (also known as Par-
eto-efficient solutions) are designs that are not dominated by any

other design. A design is said to be dominated by another if it is
no better in all objectives, and worse in at least one objective.
The set of Pareto-optimal solutions can be used to construct a Par-
eto-optimal front, which represents all optimal combinations of
the objectives if their relative importance is not known. In this
study, both specific energy and specific power are considered as
objectives.

3. Results and discussion

The focus of this study is on the positive electrode (cathode), so
the design variables (particle size, diffusivity, conductivity) apply
only to the cathode material. The design variables studied and their
ranges are summarized in Table 1. The discharge rate range was se-
lected to cover typical power requirements in automotive applica-
tions. In addition, high power and high energy applications require
thin (*10 lm) and thicker (*100 lm) electrodes, respectively.
Since the electrode can be assumed to be composed of multiple
layers, the particle size range was chosen to be an order of magni-
tude lower than the electrode thicknesses. The selected particle
size range is also consistent with that found in real electrodes
[31,32].

For a macroscopic model, the effective transport properties are
needed to solve the governing equations. The numerical method
employed uses the Bruggeman’s equation to quantify the effective
conductivity based on the volume fraction of the liquid electrolyte.
On the other hand, the microscopic diffusion equation is solved for
the solid particles, which uses the intrinsic diffusion coefficient.
Data reported in the literature for transport properties, such as dif-
fusivity of the solid and electrical conductivity, varies substantially
as a result of experimental uncertainty, differences in electrode
microstructure, as well as phase changes due to different states
of charge, and differences in measurement techniques [4,16]. For
instance, the reported values for the diffusion coefficient vary be-
tween 1.4 ! 10"14 m2/s [33] and 4.89 ! 10"13 m2/s [34] for MnO2

electrodes whereas the electrical conductivity varies from 3.8 S/
m [10] to 100 S/m [22]. While the intrinsic values of the transport
properties of homogeneous materials are fixed under given ther-
modynamic conditions, it is known [35,36] that values of the
‘‘effective” transport properties for materials of complex micro-
structural compositions depend on geometric characteristics as
well as the operating conditions. As a result, the diffusion coeffi-
cient and electrical conductivity ranges in the current study have
been chosen to (a) cover this order of magnitude difference in
the earlier reported values, and (b) span a suitable range to account
for the geometric characteristics of the electrode. The materials
and various parameters of the electrodes considered in this study
are summarized in Table 2.

The electrolyte considered is LiPF6 in EC:DMC (a mixture of eth-
ylene carbonate and dimethyl carbonate in 1:1 ratio by weight).
The current collectors were aluminum and copper foil for the an-
ode and cathode, respectively, and had a thickness of 25 lm each.
The separator thickness was also 25 lm. The specific energy pro-
vided during the discharge process is obtained by time-integrating
the power (the product of the variable voltage and constant
current) and normalizing by the total mass. The specific power is

Table 1
Design variables and ranges.

Variable Symbol Minimum Maximum

Cycling rate C 0.1 C 4 C
Particle radius Rs,p 0.2 lm 20 lm
Diffusivity Ds 0.1 ! 10"13 m2/s 10 ! 10"13 m2/s
Electrical conductivity r 1 S/m 100 S/m
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obtained by normalizing the time-averaged power. A cut-off volt-
age of 2.0 V was selected as the termination criterion for the sim-
ulations, in accordance with actual battery cycling in which deep
discharge is avoided as it leads to permanent loss of performance
due to irreversibility in the electrochemical reactions.

3.1. 4-Variable analysis and order reduction

To construct high fidelity surrogate models for the four design
variables considered in this study, a large number of numerical
experiments would be essential which may result in an inefficient
and time consuming analysis. Instead, it is worthwhile to examine
their impact within the selected range. Preliminary simulations
were run for cases in which one design variable was varied from
its minimum to maximum value, while the values of the other
three design variables were fixed. It was observed that varying
the electrical conductivity by two orders of magnitude had negligi-
ble effect on the specific energy, for all combinations of values for
the other variables. Test points were selected to verify that there
were no interactions between the variables in the remainder of
the design space, which may not have been captured at the extre-
ma. As a result, the number of design variables was reduced by
removing conductivity from future consideration, and a constant
value of r = 10 S/m was used for future simulations.

3.2. 3-Variable surrogate model analysis and validation

For the 3-variable surrogate models, all three model types dis-
cussed in the methodology (PRS, RBNN, kriging) were considered.
All polynomial orders from 2 to 6 were considered for the PRS
models, and multiple correlation function types were considered
for the kriging models. Spread coefficients for the RBNN models
were varied over a considerable range to find a rough optimum.
An initial design of experiments (DOE) of 50 design points consist-
ing of a combination of 15 face-centered central composite (FCCD)
and 35 Latin hypercube sampling (LHS) points [37] was selected
for simulations and model construction. It was found that of all
the surrogate models constructed, the kriging model had the low-
est RMS PRESS value, which was over 20%. Of the 50 training data
points used to construct the surrogate model three outliers oc-
curred in the region with high cycling rate, large particle size,
and low diffusivity, where a sharp gradient in the specific energy
was observed. This sparsely populated ‘‘critical” region was popu-
lated by refining the domain such that an additional 100 design
points were added to the original DOE; the additional points were
primarily but not exclusively concentrated in the ‘critical’ region.
This was accomplished by transforming the design variables to a
logarithmic space (base-10 log was used in this case), selecting a
design of experiments using LHS, and transforming the variables
back to their original form. Such a transformation leads to a nar-
rowed design space (in shrunk log-space), which on back-transfor-
mation results in stretching such that the density of points near
one extreme is higher than the other.

Using a kriging model constructed from data of this refined
DOE, the mean prediction error for nine test points in the ‘‘critical”
region was reduced to 3.9% from 29.8% for the original DOE. An
additional six test points were selected in the entire design space
using LHS. The best individual surrogate models were the third-
and fourth-order polynomial response surfaces, both with an
RMS PRESS value of over 10%, whereas the best kriging model
had RMS PRESS of over 100%. The differing performance in the
‘‘critical” region and the rest of the design space suggests a shift
in fidelity as a result of the domain refinement.

An additional 165 points were selected with LHS in an attempt
to improve overall surrogate model accuracy in the entire design
space. Combined with the initial design of experiments and the
first refinement, a total of 315 points were used in the most-re-
fined design of experiments, of which about 100 points were con-
centrated in the ‘‘critical” region and the remaining 215 distributed
throughout the entire design space. A total of 13 individual surro-
gates including multiple kriging, radial-basis neural network, and
polynomial response surface models were considered.

For validation, a total of 64 test points were selected in a full
factorial arrangement, in order to evaluate the surrogate model
performance in the entire design space. The relative prediction er-
ror definition was modified slightly by normalizing the absolute
error by a constant value, taken to be the mean value of all test
data points:

E ¼ xmodel " xdataj j
!xdata

ð22Þ

This formulation helps avoid deceptively large errors due to large
variation in the values of the test data. A comparison among differ-
ent types of surrogate models revealed that the best kriging model,
with a mean prediction error of 2.5% and RMS PRESS of 3.0% with
the spline correlation model and first-order polynomial regression,
performed better than any radial-basis neural network or polyno-
mial response surface, which was considered satisfactory to per-
form additional analysis.

3.3. Global sensitivity analysis and design space splitting

Global sensitivity analysis was performed on the 13 surrogate
models to compare the relative importance of the design variables
and identify any variables that could be eliminated. Similar results
were found among models of the same type. The results from all
models consistently indicated that none of the three design vari-
ables could be ignored.

In addition to the global sensitivity analysis, local sensitivity
analysis was also performed on subsets of data to examine the rel-
ative effect of the design variables within the corresponding sub-
regions of the design space. A comparison of the main and total
sensitivity indices computed using surrogate models constructed
from data within selected ranges of the diffusion coefficient is
shown in Fig. 3(a) and (b), respectively. As shown by the total sen-
sitivity indices in Fig. 3, cross-interactions were especially pro-
nounced in the low diffusivity range. It can be seen that the
effect of diffusivity vanishes above some critical value of about
Ds,crit = 10"13 m2/s. This is consistent with what may be expected
as the diffusivity is increased: eventually a critical point would
be reached where the allowable diffusion rate exceeds that re-
quired by the discharge process, beyond which further increases
to the diffusion coefficient would not affect the diffusion rates in
the battery. Although the role of diffusion coefficient has been
investigated [12,14,16,19], its relative importance under different
rate and particle size scenarios has not been established. Consider-
ing the difficulty of modeling the entire design space with a single
surrogate model, the sensitivity analysis results present an
opportunity to split the design space along this critical value. This

Table 2
Electrode materials and parameters.

Parameter Cathode Anode

Material LiyMn2O4 MCMB 2528 graphite
Thickness 100 lm 100 lm
Initial stoichiometric parameter 0.2 0.495
Porosity 0.3 0.3
Inert filler volume fraction 0.2 0.1
Particle radius Variable 10 lm
Diffusivity Variable 5.0 ! 10"13 m2/s
Electrical conductivity Variable 100 S/m
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splitting of the design space along Ds,crit results in a narrower range
of diffusivity values below the critical value to be considered in the
3-variable study, which may allow for faster and more accurate
surrogate model prediction. Above the critical value, the diffusivity
can be removed from consideration due to its negligible effect on
the specific energy, resulting in a reduced-order 2-variable prob-
lem. While narrowing the diffusivity range for the 3-variable study
was helpful, some difficulties remained: the design variables var-
ied over at least one order of magnitude and the specific energy va-
lue spanned a large range. The analysis was further simplified by
introducing a dimensionless time parameter, s:

s ¼ sdis
tdif

ð23Þ

This dimensionless time can be used to compare the relative rates of
the discharge and diffusion processes, which previous results have
suggested are the main determinants of the energy storage. This ap-
proach adopted is similar to Ref. [16], where the ratio of the solid-
diffusional resistance and the interfacial kinetic resistance was used
to identify the diffusion-limited intercalation process. In this formu-
lation, tdis is the discharge time required to reach termination, by
reaching either the cut-off voltage or complete state of discharge.
tdif is a characteristic diffusion time which is defined based on the
particle size and diffusion coefficient:

tdif ¼
R2
s;p

Ds
ð24Þ

For the current design of experiments, s varies across several orders
of magnitude, from cases where the diffusion time is much longer
than the discharge time (diffusion-limited cases) to where diffusion
time is much shorter than the discharge time (diffusion-indepen-
dent cases). A plot of specific energy against dimensionless time
is shown in Fig. 4, where the dimensionless time was only com-
puted for the range Ds < 10"13 m2/s.

Two distinct dimensionless time ranges can be identified in
Fig. 4. In the low s range, i.e. Ds < 10"13 m2/s (left of the dotted
line), the specific energy increases monotonically with increasing
s; this can be considered a ‘diffusion-limited’ region since the en-
ergy is limited by the allowable diffusion rate. In the high s range
(right of the dotted line), the scatter in the specific energy values

indicates that diffusion is no longer the sole determining factor.
This can be considered an ‘intermediate’ region between the
diffusion-limited (Ds < 10"13 m2/s) and ‘diffusion-independent’
(Ds P 10"13 m2/s) regimes. Based on this observation, the design
space for Ds < 10"13 m2/s can be further split, as it can observed
from Fig. 4 that the variation of energy in the diffusion-limited re-
gion can be effectively captured with a single-variable model.
Zhang et al. [16] have also shown that for fast interfacial kinetics
the intercalation process is diffusion-limited, although the critical
value where it ceases to be dependent on the diffusion coefficient
was not evaluated. The current results are also found to be consis-
tent with earlier two-dimensional simulations [19], which show
that the total capacity and power density of the battery diminish
with decreasing diffusivity. The complete 3-variable design space
has thus been divided into three sub-regions for separate analysis,
and the overall process has been shown in Fig. 5. For low diffusiv-
ities the ratio of the discharge to diffusion time scales captures the
specific energy that could be derived from the Li-ion cell. On the
other hand, the original three variable problem of predicting
battery energy storage reduces to a 2-variable dependence for dif-
fusivities higher than 10"13 m2/s. The ‘intermediate’ region, as
shown in Fig. 5, bridges the gap between the diffusion-limited
and the diffusion-independent regimes, where the specific energy
is a function of discharge rate, particle size and diffusivity of the
solid.

As shown in Fig. 6, surrogate models were constructed on each
of the partitioned design sub-regions. Since the design space was
split but not expanded, no new training data were required.

The diffusion-limited region was modeled by a single-variable
curve fit due to the monotonic relationship observed in Fig. 4 for
s < 0.2. Since the relationship between the specific energy and
the dimensionless time parameter was non-linear, a fourth-order
polynomial surface with R2

adj ¼ 0:994 was fitted to the data, as
shown in Fig. 6(a). The non-linear behavior may be attributed to
an increasing contribution from the intermediate and diffusion-
independent regions as the dimensionless time parameter is in-
creased, combined with the zero-diffusivity limit where the total
energy is expected to be zero.

Although the intermediate region retains full dimensionality,
the ranges of the design variables are reduced, and model accuracy
is improved considerably. As seen in Fig. 6(b), the specific energy
decreases considerably with increasing cycling rate and particle
size, while the effect of diffusivity is reduced. The effect of diffusiv-
ity is weaker than in the diffusion-limited region since the material
is sufficiently diffusive to allow interplay between the design vari-
ables as well as with other factors such as the fixed electrolyte and
anode properties, but not so diffusive that the cell performance be-
comes independent of the diffusion coefficient. For model valida-

Fig. 3. Sensitivity indices for selected diffusivity ranges with kriging model; Ds in
units of 10"13 m2/s.

Fig. 4. Specific energy capacity vs. dimensionless time for Ds < 10"13 m2/s.
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tion, 10 test points were selected such that their distances to train-
ing data points were maximized. Excellent agreement between
surrogate model prediction and test data was achieved with a vari-
ety of models. The lowest RMS PRESS value (0.40%) was achieved
with a Gaussian correlation kriging model, although a third-order
polynomial surface had better prediction at test points (mean error
0.22% vs. 0.30%).

In the diffusion-independent regime, only the cycling rate and
particle radius have a significant effect because the diffusion coef-
ficient exceeds the required value to provide the necessary ion
transport rate. A reduced-order 2-variable surrogate model was
constructed to fit the data in the range Ds > 10"13 m2/s, and is
shown in Fig. 6(c). A kriging model with spherical correlation
was employed with an RMS PRESS value of less than 1.4%, which
was considered satisfactory for model construction. For the pur-
pose of further cross-validation, the diffusion coefficient was var-
ied while keeping the cycling rate and particle size fixed.
Increasing the diffusion coefficient by a factor of 2 did not lead
to a difference in the specific energy by more than 0.1%.

3.4. Energy-power trade

Results so far have focused exclusively on the specific energy
capacity as the objective function, since that tends to be the most
critical limitation on battery performance in a variety of applica-
tions. However, specific power can also be of great importance in
applications such as power tools and electric vehicles. Based on
Ohm’s law, the power can be expected to depend linearly on the
cycling rate, since the power varies linearly with discharge current
which in turn varies linearly with the cycling rate (by definition).
The competing effects of this increase in specific power with
increasing cycling rate and the previously observed decrease in
specific energy with increasing cycling rate form a multi-objective
optimization problem, for which a Pareto-optimal front can be
constructed. Additional specific energy and specific power data
was generated from randomly sampled design points and earlier
constructed surrogate models to obtain a clearly identifiable Pare-
to-optimal front. Specific energy data were obtained using the split
design space approach shown in Fig. 5. For generating specific
power data, a separate fourth-order polynomial response surface
model was constructed which had an RMS PRESS value of less than
0.4% and R2

adj of over 0.9999. A plot of specific power against spe-

cific energy for all design points is shown in Fig. 7, along with
the Pareto-optimal front.

Since the specific power was expected to be linearly dependent
on the cycling rate, the Pareto inefficiency for the majority of de-
signs was expected to be due to the other design variables. This
was verified by selecting three cases at a fixed cycling rate but at
different particle sizes and diffusivities, which are highlighted with
a different color1 in Fig. 7. In the three cases, the power level was
approximately the same, confirming the dependence of the specific
power on only the cycling rate. The specific energy was also found
to be lower for larger particle radius and lower diffusion coefficient,
which is consistent with the results found previously. The front
shows stiffness in favor of high power, which can be achieved with
relatively little sacrifice in energy. However, a greater amount of
scatter in the specific energy data can also be observed as the specific
power is increased. This suggests that the cell performance becomes
increasingly sensitive to the other design variables as the cycling
rate is increased, resulting in a greater penalty for large particle size
or low diffusivity in the cathode. These results are in agreement with
[10], where it was shown that at higher discharge rates even a small
change in the solid diffusion coefficient could lead to significant
changes in the discharge profile.

4. Summary and conclusions

In this study, a physics-based model for Li-ion battery cells con-
sisting of porous electrodes was used to create scalable models
that are capable of incorporating both materials properties and
morphology into simulations of battery performance. Surrogate-
based tools were used to construct and validate models capable
of predicting the specific energy and specific power of a lithium-
ion battery cell, given the cycling rate and cathode particle size,
diffusivity, and electrical conductivity. It was observed that the
available energy decreases with faster cycling rate, larger particle
size, and low diffusivity. The negligible influence of the electrical
conductivity of the cathode material was also demonstrated, and
can thus be ignored in practice as long as the value lies within
the design range considered. The trends in the cycling rate, particle

Fig. 5. Overall process to split the original 3-design variable problem into three distinct regimes using sensitivity analysis and based on a critical value of the diffusion
coefficient, i.e. Ds,crit = 10"13 m2/s.

1 For interpretation of the references to color in Fig. 7, the reader is referred to the
web version of this paper.
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size, and diffusivity suggested a link between the relative discharge
and diffusion rates and the energy storage of the cell, which was
quantified in terms of the discharge and diffusion time scales. Sur-
rogate models were also used to construct a Pareto-optimal front
which showed stiffness in favor of high power, but also greater
sensitivity to design variables at high power levels. The surrogate
models developed in this study provide a framework for assessing
the competition between multiple variables and objectives.
Although the effects of particle size, diffusivity, and rate on battery
performance have been studied previously, our approach allows
for quantifiable sensitivity analysis under different scenarios, and
improved understanding of the global parameter space beyond
case studies. A global assessment of the interplay of the various in-
put variables, namely, the particle size, diffusivity, and rate, and
their ranked order of importance in relation to the objectives is
more clearly established in the current framework. Additionally,

although the porous-electrode model used in this study is compu-
tationally inexpensive, the surrogate modeling framework can be
readily extended to incorporate more detailed battery models,
such as that presented in Ref. [38].

It was observed that the presence of large ranges in design vari-
ables could lead to non-physical variations in the surrogate mod-
els. Large gradient regions are especially difficult to capture, and
refinement of design points in the large-gradient region sometimes
merely shifts fidelity from one region to another, leading to poor
prediction elsewhere. However, by separating the design space
based on critical diffusivity and dimensionless time values, inde-
pendent analysis of reduced-order sub-regions resulted in greatly
improved surrogate model prediction. The preferred surrogate
model after splitting the design space varied depending on the sub-
region. In the diffusion-limited region, a polynomial response sur-
face was best, while two different kriging models were preferable
in the intermediate and diffusion-independent regions. For pre-
dicting the specific power, a polynomial response surface was se-
lected. The preferred model differs between the regions due to
the varying behavior of the objective function.

There are certain limitations to the current methodology that
should be addressed. An important simplification in the battery
model is the assumption of uniformly sized, spherical particles
which prevents the model from accounting for the effects of de-
tailed microstructure (a homogeneous porosity is assumed). An-
other simplification is the use of fixed material properties
throughout the cycle, such as diffusion coefficient and electrical
conductivity. While experiments have shown that the diffusion
coefficient depends on the state of charge [4,5] and the electrode
microstructure, analytical work using particle-scale modeling of
the electrodes is being pursued currently to determine these
effective material properties in the framework of multiscale mod-
eling, similar to those discussed in [35,36]. Note that although
cross-dependencies, such as the dependence of the diffusion coef-
ficient on particle size, are not directly considered, the surrogate
models can account for such effects since they map the full design
space.

Furthermore, the specific energy capacity values reported in this
study are low compared to what has been achieved in real batteries
[1]. Since the goal of this study was to understand the physics
responsible for the trends in response to the design variables rather
than maximize the battery performance, the actual output values
were not considered to be of critical importance. Finally, all design
variables considered in this study apply only to the positive elec-
trode (cathode), and parameters governing the current collectors,
separator, electrolyte, and negative electrode were not optimized.
Other parameters for the positive electrode that were not discussed
in this study such as the electrode thickness, porosity, and ambient

Fig. 6. Specific energy as a function of the design variables for (a) diffusion-limited
with fourth-order polynomial curve fit R2

adj ¼ 0:994
! "

, (b) intermediate, with 3-
design variables, and (c) diffusion-independent regions shown.

Fig. 7. Pareto-optimal front for specific power and specific energy.
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temperature could also have significant impact on the battery per-
formance and will be examined in a future study.
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