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1  /  I N T R O D U C T I O N

An often repeated but, if you stop to think about 

it, somewhat bizarre finding from research on tutoring is 

that the experience and training of the tutor don’t make 

much difference to how well students learn.

That doesn’t mean you can take someone off the street 

and feel confident they will be as successful as anyone 

else. Just as in any walk of life, some people really are 

better at tutoring than others. But neither their experience 

in the subject they are teaching (above a minimum level), 

their experience of tutoring, nor the training they received 

tell you whether a new tutor will be successful when faced 

with real students.

This seems like a critical gap in our understanding of 

tutoring, an approach that has become a significant ele-

ment of K-12 education since the global pandemic. It is 
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not the only gap, as we shall see. In fact, it often seems 

that the only things we know for sure about tutoring are 

that it works and it’s expensive1.

This odd result about tutor experience dates back 

to a 1982 meta-analysis by Peter Cohen of Dartmouth 

College. A meta-analysis assembles findings across a set 

of research studies and aggregates them. Cohen took 

studies in which tutors received training, for instance, and 

compared them with studies in which they did not. He 

found that, on average, the amount of students’ learning 

between the two sets was the same. There does not appear 

to have been further investigation of the question in the 

40 years that followed.

And yet, something must be making some tutors bet-

ter than others, which, as anyone who has been tutored 

can tell you, they are. What is it? Can it be distilled, bot-

tled, and delivered to newly recruited tutors for their 

1 References for claims throughout the book can be found in the 
end notes. 

https://www.annenberginstitute.org/publications/early-lessons-implementing-high-impact-tutoring-scale
https://www.nber.org/system/files/working_papers/w27476/w27476.pdf
http://cntfiles.s3.amazonaws.com/territory/110/news/articles/Educational_Outcomes_of_Tutoring_A_Meta-analysis_of_Findings.pdf
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nourishment? If so, we could provide the elixir to any 

group of tutors, re-run Cohen, and prove him wrong. 

With this, we will have founded the science of tutoring.

This book explores that wild idea.

Tutoring is as old as the ancients: Aristotle himself tutored 

Alexander the Great. Even older, in fact: bees, ants, pied 

babblers, and cheetahs all tutor, in the sense that they 

modify their behavior to help others learn without an 

immediate benefit to themselves. Adult meerkats con-

sume prey as soon as they catch it. But if their pups are 

watching, they disable the prey so that the youngsters can 

practice killing it—for instance, the adult might remove 

the sting from a scorpion. As the pups age, they are given 

increasingly intact prey. In the language of tutoring, 

meerkats “scaffold” learning and “fade” the scaffolding 

over time. If pups struggle, adults help more.

But tutoring is not universal. Our closest relatives, 

chimpanzees, don’t appear to do it. And, according 

to Kevin Laland, an evolutionary biologist, “there is 

https://edisciplinas.usp.br/pluginfile.php/5064003/mod_label/intro/Hoppitt%20et%20al.%2008%20Animal%20Teaching%20(TREE).pdf
https://www.cs.helsinki.fi/group/cosco/Teaching/CoscoSeminar/spring2007/articles/caro-1992.pdf
https://edisciplinas.usp.br/pluginfile.php/5064003/mod_label/intro/Hoppitt%20et%20al.%2008%20Animal%20Teaching%20(TREE).pdf
https://edisciplinas.usp.br/pluginfile.php/5064003/mod_label/intro/Hoppitt%20et%20al.%2008%20Animal%20Teaching%20(TREE).pdf
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surprisingly little evidence of teaching among mod-

ern-day hunter-gatherers, in comparison to learning by 

imitation.” But it is difficult to imagine modern human 

society as having arisen without tutoring and, later, 

school teaching. Schools, being the cheaper option, over-

took tutors as the main source of education in England 

during the reign of Elizabeth I. But tutoring never went 

away and, indeed, is resurgent, driven by distrust toward 

schooling, an increasingly desperate need to keep kids on 

track academically, and a growing recognition of individ-

ual differences.

Despite its long history, tutoring is something of an 

enigma. There is strong evidence for its remarkable effects: 

when you add tutoring to a student’s education mix, they 

gain a greater understanding, are more motivated, and 

work faster. But we don’t know why or how. What are 

the active ingredients of tutoring? Without an answer, we 

know neither how to train new tutors most effectively nor 

what aspects of tutoring we can vary without doing vio-

lence to it. For example, why does tutoring work for a 

https://www.jstor.org/stable/20403551
https://www.annenberginstitute.org/publications/early-lessons-implementing-high-impact-tutoring-scale
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group of three tutees but not for thirteen, or thirty? Does 

tutoring work as well when the tutor is remote? Can com-

puters be used to tutor or at least to aid human tutors? If 

so, in what ways?

As with many advances in our understanding of a sub-

ject, a crucial step is to generate higher-resolution data 

and look at it closely. Understanding disease and cell biol-

ogy mostly happened through guesswork until the inven-

tion of the microscope. Understanding the movement of 

celestial bodies was mostly guesswork too until the inven-

tion of the telescope2.

Tutoring finally got its invention-of-the-microscope 

moment in the 1990s. A few researchers began to record 

tutoring sessions, transcribe them, and look for common 

“moves” such as tutor-gives-explanation, tutor-asks-

question, student-answers-question, and tutor-gives-

feedback. Once you have painstakingly coded enough 

2 Since one of those instruments is essentially the other flipped 
around, it should perhaps not surprise us that both breakthroughs 
occurred around the same time, in the early 1600s.
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transcripts, you can ask “Which moves predict student 

learning?” For instance, do tutoring sessions with a lot 

of tutor-gives-explanation moves result in more learning 

than those without?

Still, in a country with thousands of education 

researchers, it is curious that so few of them have turned 

their attention to tutoring. With the manual transcrip-

tion and coding of tutoring sessions—and more recently, 

semi-automatic transcription and coding—studying the 

science of tutoring is becoming possible. What research-

ers are finding is not what you might have expected.

This is not a book about how to organize and run a tutor-

ing program, any more than a book on aeronautics is 

about how to organize and run an airline. Certainly, if 

you are to run an airline, you will want to be sure that the 

people who designed your airplanes know a great deal 

about aeronautics. And the more your pilots know of it, 

the better. But you don’t need to. So, this is a book for 

people who design tutoring programs and for the tutors 
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themselves, people who need to know how and why 

tutoring works.

There are many excellent books and courses on the 

science of flight. But to my knowledge, there are none 

at all on the science of tutoring. Given the enormous 

surge in tutoring happening around the world, that is a 

problem—one tantamount to dozens of airlines starting 

up without anyone really knowing how to keep planes in 

the air. This book attempts to fill that gap—or at least to 

begin to fill it.
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2  /  E X P L A N A T I O N

Richard Feyman, a Nobel Prize-winning physicist, 

told the story of an explanation his father gave him when 

he was a boy.

One day, I was playing with what we call an 

express wagon, which is a little wagon with a rail-

ing around. I had a ball in it, and I noticed some-

thing about the way the ball moved. So, I went to 

my father, and I said, “Pop, I noticed that when I 

pull the wagon, the ball rolls to the back, and when 

I’m pulling along and I suddenly stop, the ball rolls 

to the front of the wagon. Why is that?”

And he said, “Nobody knows.”

He said the general principle is that things that 

are moving try to keep on moving and things that 

are standing still tend to stand still unless you push 
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on them. He said this tendency is called inertia, but 

nobody knows why it’s true.

That’s a deep understanding. He doesn’t give 

me a name. He knew the difference between know-

ing the name of something and actually knowing 

something.

“If you look close,” he said, “you’ll find the 

ball does not rush to the back of the wagon, but it’s 

the back of the wagon that you’re pulling against 

the ball. The ball stands still.”

So, I ran back to the little wagon and set the 

ball up again and pulled the wagon from under it 

and looked sideways and saw he was right. The 

ball never moved backwards in the wagon when 

I pulled the wagon forward. It moved backward 

relative to the wagon, but relative to the sidewalk, 

it stood still until the wagon caught up with it.

What more surprising and curiosity-inducing expres-

sion can a small boy hear from an expert than “nobody 

knows”? Having hooked young Feynman, his father gave 
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him a brief “general principle” and an idea for an exper-

iment to confirm it.

Explanations are the mainstay of school instruction, 

accounting for the vast majority of what teachers do in 

class each day. But research has shown repeatedly that 

they don’t reliably lead to learning. (They are, in fact, 

very effective for the giver but seldom for the receiver.)

Why not? Nobody knows. But researchers have 

uncovered some general principles.

Two expert cardiologists based in Chicago, Joel Michael 

and Allen Rovick, analyzed transcripts of tutoring ses-

sions in which they were the tutors. Their approach was 

to show tutees scenarios in which a person’s blood pres-

sure was perturbed and to ask them to predict cardiovas-

cular responses. Michael or Rovick then began a dialog 

with the tutee about the accuracy of their predictions. 

The researchers were well aware of the limited value of 

explanations. But when they examined transcripts of their 

own tutoring, they were shocked to discover that, at the 

https://www.tandfonline.com/doi/abs/10.1080/00461520701756420
https://www.researchgate.net/profile/Riichiro-Mizoguchi/publication/221413511_How_Can_We_Form_Effective_Collaborative_Learning_Groups/links/5eb88995a6fdcc1f1dcff2a4/How-Can-We-Form-Effective-Collaborative-Learning-Groups.pdf#page=231
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first sign of an error in tutee thinking, they flipped into 

full-on explanation mode and never flipped back. They 

had unwittingly demonstrated that, like a trout and a 

dragonfly lure, not even an experienced tutor can resist 

the draw of explaining.

Most pernicious are unsolicited explanations in 

which tutors launch into a lecture, often at the start of a 

session. As well as being ineffective, they waste valuable 

tutoring time.

But there is “a time for telling,” as the title of a famous 

paper by education researchers Dan Schwartz and John 

Bransford has it. They showed that there are moments 

when an explanation is not only okay but that failing to 

provide one would be a missed opportunity.

For example, a student might have the insight that 

when comparing similar right triangles—triangles that 

are the same except for their size—the two sides next to 

the right angle are always in the same ratio to each other. 

But they will not figure out for themselves that the ratio 

is called the tangent and that someone back in antiquity 

http://aaalab.stanford.edu/papers/time_for_telling.pdf
http://aaalab.stanford.edu/papers/time_for_telling.pdf
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made a handy lookup table of that ratio for every trian-

gle. That is a time for telling.

Schwartz and Bransford call this the “detective story” 

approach. The explanation is the solution to the story. It 

comes at the end. Instead of starting with an explanation 

of trigonometry and then giving examples to illustrate it, 

the student divines something in the examples first and 

the denouement comes with the tutor’s explanation.

In other words, an explanation is the right move when 

the tutee is ready for it, not when the tutor is. This is the 

first of many examples we are going to encounter show-

ing that effective tutors are following the student’s lead, 

even though it is almost universally assumed by tutors 

that it should be the other way around.

The research literature is unequivocal on one way through 

which most tutors can instantly improve their effectiveness: 

talk less. “Most tutors just won’t shut up,” says Micki Chi, 

a professor in the Institute for the Science of Teaching and 

Learning at Arizona State University. She once ran an 

https://onlinelibrary.wiley.com/doi/pdfdirect/10.1207/s15516709cog2504_1
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experiment in which she attempted to train tutors to stop 

making long explanations. (“How long is long?” I asked. 

“You know it when you hear it,” she replied.) Chi trained 

the tutors to replace explanations with “content-free” 

prompts such as these:

What’s going on here?

You look like you are thinking about something. 

What is it?

Could you put that in your own words?

Do you have any ideas about why that might be 

the case?

Could you connect what you just read with 

something you read before?

Anything else?

But the training didn’t take. Tutors found it difficult to 

keep to purely content-free prompts. Instead, they often 

substituted content-specific prompts such as “Which of 

Newton’s laws would help here?” or “How could you 

get the x on its own?” The problem with these prompts is 

that they reflect the pathway the tutor has in mind, which 

https://onlinelibrary.wiley.com/doi/pdfdirect/10.1207/s15516709cog2504_1
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may not match the pathway the student has in mind. This 

approach to tutoring isn’t totally ineffective, though it can 

turn sessions into a game of “guess what the tutor wants 

me to do next.” Students can get quite good at this game, 

but it leaves them unprepared when they face similar 

problems in the future and the tutor isn’t around.

Although Chi’s tutors didn’t keep to content-free 

prompts, they were successful in reducing long expla-

nations. What effect did that have on student learning? 

Surprisingly, learning without explanations was as good 

as learning with explanations, even though students who 

got the long explanations heard a lot more information 

than those who heard only the prompts. Without expla-

nations, the tutor–tutee conversation became much more 

interactive. Students initiated more of the dialog and did 

proportionately more of the work and that led them to 

learn more.

Research has uncovered some principles for how, as well 

as when, to give an explanation. The first is that the 

https://psycnet.apa.org/doiLanding?doi=10.1037%2F1076-898X.11.4.219
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explanation must be at the learner’s knowledge level. 

We’ll call that a considerate explanation. When technical 

support agents help customers fix technology problems, 

they very often bamboozle the caller. That’s if they give an 

explanation at all. They may simply tell you a sequence of 

mysterious steps. As a result, when the problem reoccurs, 

you are no better able to solve it. But when agents were 

given some information about a caller’s it expertise—call-

ers answered questions such as “Do you know what ftp 

is used for?”—the agents were able to adapt their expla-

nations in a way that made them far more effective for 

the callers. The way they did this was to give more defi-

nitions to less-skilled customers while talking more about 

processes and events (that rely on an understanding of 

definitions) to more skilled customers. They recalibrated 

their mental model of whom they were talking to: instead 

of picturing a generic layperson, they pictured a specific 

individual with competencies and confusions.

Tutors, likewise, must encourage tutees to make their 

thinking visible, like video gamers who narrate their 

https://psycnet.apa.org/doiLanding?doi=10.1037%2F1076-898X.11.4.219
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gameplay on YouTube. That allows the tutor to pitch their 

explanations at the level of the tutee, or a bit above. This is 

akin to adjusting your language when trying to be compre-

hensible to a non-native speaker: slowing down and using 

higher-frequency vocabulary (rather than just talking more 

loudly). Hence, the term “considerate explanation”.

The second general principle, which was noted over 

30 years ago by Paul Vedder, a Dutch teacher, is a won-

derfully simple technique for supercharging explanations. 

We’ll call it active explanation. Here is an example from 

vocabulary instruction:

S: What does “heathen” mean?

T: Sort of uncivilized. It’s not usually meant 

kindly.

(Pause)

 So, would you call the King of England a 

heathen, do you think?

S: No.

T: Neither would I. Who would you call a 

heathen?

https://books.google.fr/books/about/Cooperative_Learning.html?id=pXsmAQAAIAAJ&redir_esc=y
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S: (Thinks) You?

T: What! Why?

S: You eat with your fork and knife in the wrong 

hands.

Vedder suggested explanations that include an oppor-

tunity for the learner to immediately put new knowledge 

(such as the meaning of “heathen”) to work are more 

effective. An easy way to do this is to come up with an 

example or counterexample and ask the learner to say 

which it is—for example, is the King of England a hea-

then? This technique is effective for two reasons. It gives 

the learner an opportunity to use their new knowledge, 

which helps memory. And it uncovers situations where 

the explanation didn’t click.

I once ran a workshop with a group of business exec-

utives, and after 20 minutes of explaining, I finally gave 

them an exercise to check how much they had absorbed. 

The answer was next to nothing. I was shocked, though 

every teacher I’ve described this to has a similar story. 

The solution, of course, is not to wait 20 minutes.
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The revelation that they didn’t understand can also 

come as a surprise to the learner, who frequently has the 

illusion of understanding to match the teacher’s illusion 

of having explained. Active explanations rapidly disabuse 

them both of the notion.

Richard Feyman’s father intuitively followed these 

prescriptions: he pitched his description of the physics at 

the level of a boy’s understanding (considerate explana-

tion), gave young Feyman a follow-up to pursue (active 

explanation), and provided the explanation in response 

to a specific question (time for telling). Perhaps it should 

not be surprising that Feyman himself went on to become 

one of the world’s great explainers.
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3  /  S C A F F O L D I N G

I first met Micki Chi at a conference lunch, where 

seven researchers and I were seated at a large, circular 

table. The standard protocol at these events is to begin by 

going around the table giving introductions. As Chi intro-

duced herself in a quiet voice, eyes fixed on the centerpiece, 

the young woman next to me became unable to sit still. 

Finally, she interrupted, “Wait, you’re Chi, 1989?”

“Yes,” said Chi, softly.

“Whoa,” said the young researcher, “I have cited you 

so many times!”

In the world of peer-reviewed journals and research-

ers whose lives turn to the rhythm of publication, “Chi, 

1989” is how you refer to ideas. That paper, one of the 

most cited in all of cognitive science, tells of the discov-

ery that having learners pause and explain to themselves 

https://onlinelibrary.wiley.com/doi/pdfdirect/10.1207/s15516709cog1302_1
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what they just read increases how much of it they can 

remember later. Chi called it self-explanation. The mar-

vel is that a technique so simple and so powerful has not 

found its way into every classroom in the country3.

At the time I met her, Chi had just published another 

paper, “Learning from Human Tutoring,” perhaps the 

most in-depth study of tutoring ever conducted. For the 

study, Chi and her team compiled transcripts of tutoring 

sessions on the human circulatory system. Students learned 

about the passage of blood through the body, lungs, and 

heart and why the system is arranged the way it is.

Chi coded each move that a tutor—or a tutee—made. 

She then calculated which moves correlated with learning 

gains. She found that explanations result in little learning, 

as we have already seen. According to Chi, that’s because 

garden-variety explanations don’t cause a student to do 

anything. In Chi’s view, it’s what a student does that 

3 That is the way of theory and practice in education. As one wag 
said, “… theory and practice are very similar, in theory, but in 
practice, they turn out to be very different indeed.”

https://onlinelibrary.wiley.com/doi/pdfdirect/10.1207/s15516709cog2504_1
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drives learning. Explanations mostly elicit “uh huhs.” But 

a different move used by some of the tutors in the study 

was more promising: scaffolding.

“Scaffolding,” says Chi, “is a kind of guided prompting 

that pushes the student a little further along the same line 

of thinking.” It is a coordinated performance by the tutor 

and tutee. The tutor sets up a part for the tutee to play, one 

that requires them to do an increasing share of the cognitive 

work. The student is in the spotlight; the tutor is the director.

Chi provides a list of 15 types of scaffolding:

1. Pumping for more (“What else?”)

2.  Hinting (“So, it’s kind of leaving out the lungs 

there?”)

3.  Making fill-in-the-blank requests (“Okay, and it 

goes from the atrium to the …”)

4.  Highlighting critical features of the task, calling 

attention to discrepancies between the current state 

and the goal (“This is good, but what about that?”)

5.  Decomposing the task, reducing complexity by 

allowing the student to focus on one part at a time

https://onlinelibrary.wiley.com/doi/abs/10.1002/acp.2350090604
https://books.google.fr/books?hl=en&lr=&id=1gfSEIWYpm0C&oi=fnd&pg=PA156&ots=ebsjVQGRd0&sig=23MMZft7wHORXdmt9xgaBfll-dw&redir_esc=y#v=onepage&q&f=false
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6.  Executing parts of the skill, allowing the student 

to execute others

7.  Providing physical props or cue cards

8.  Describing the problem in a way that orients the 

student to the important features

9.  Comparing the current problem with a previously 

solved problem

10.   Maintaining focus on the goal by recognizing 

progress toward it

11.   Initiating a reasoning step or a task (“Name 

every part on there.”)

12.   Completing the student’s reasoning step, jumping 

in and providing the correct answer when the 

student makes an error, without acknowledging 

that an error has been made

13.    Asking a leading question (“And where do you 

think it goes?”)

14.  Redirecting the student

15.  Providing an example.

https://onlinelibrary.wiley.com/doi/pdfdirect/10.1207/s15516709cog0802_4
https://www.tandfonline.com/doi/abs/10.1207/s1532690xci0703_2
https://www.tandfonline.com/doi/abs/10.1207/s1532690xci0703_2
https://www.tandfonline.com/doi/abs/10.1207/s1532690xci0703_2
https://www.tandfonline.com/doi/abs/10.1207/s1532690xci0703_2
https://acamh.onlinelibrary.wiley.com/doi/pdfdirect/10.1111/j.1469-7610.1976.tb00381.x
https://onlinelibrary.wiley.com/doi/abs/10.1002/acp.2350090604
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Scaffolding isn’t just asking a question; it’s nudging the 

student along a path toward a solution or a new under-

standing. The form of scaffolding—whether it’s a ques-

tion, statement, command, or something else—doesn’t 

matter. It’s the intent of the move itself that matters.

With scaffolding, the intent is for the student to get 

further than they would without it. Carpenters lay ply-

wood over joists to give them a safe place to stand while 

they build the next level. Picture a student standing on the 

plywood, wobbling. Perhaps one of the planks is cracked, 

or has fallen. The tutor’s role is to help them get stable 

and begin building the next level.

Russian psychologist Lev Vygotsky called this being in 

the zone of proximal development or zpd. It’s the zone in 

which the scaffolded student finds they are able to achieve 

something they may not have achieved alone.

Once the student is stable, the scaffolding can be 

gradually removed, leaving them with the ability to per-

form the new skill unaided. Educators, with an awkward 

mixing of metaphors, call this fading. The Romans built 
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arches this way: they used wooden scaffolding to hold 

the arch up until the final piece, the keystone, was put in 

place. When they removed the scaffolding, the arch stood 

on its own. Some of them still do. Something similarly 

satisfying can happen for students: the last piece clicks 

into place, and their mental model achieves an integrity, a 

wholeness that allows it to stand on its own.

In Chi’s study of biology tutors, scaffolding was quite 

rare: around 6% of tutor utterances were scaffolds. 

Explanations were nearly 10 times as frequent. Students 

were much likelier to respond to a scaffold with some-

thing meaningful, not just “uh huh” but another brick in 

the arch. You could often see them doing real cognitive 

work, a strong indicator of learning.

Did students whose tutors provided more scaffolding 

learn more? Well, there is good news and bad. The good 

news is that scaffolding did indeed correlate with learn-

ing. The bad news is that the learning was shallow.
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4  /  S U R F A C E  V  D E E P

In the 1970s, Ference Marton and Roger Säljö of 

the University of Gothenburg in Sweden noticed that 

students took different approaches to learning. Some 

students focused on remembering information. Others 

focused on understanding it: connecting it to other 

information, figuring out its structure, when it might 

be useful, making predictions based on it, and so on. 

Marton and Säljö christened the former surface or shal-

low learning and the latter deep learning.

Reading the last paragraph, you may have already 

formed the opinion that surface learning is bad and 

deep learning is good. But that is not always true. 

Some essential knowledge just doesn’t have much 

depth to go after. For instance, the letter m makes the 

“mmm” sound. There simply is no conceptually deep 

https://psycnet.apa.org/record/1977-00401-001
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understanding of this fact to be had. And almost all 

deep learning relies on knowledge of surface details. 

You can’t construct an argument integrating multiple 

causes of World War II if you can’t recall any of them.

Still, moving from being a beginner to an expert 

in any topic requires deep learning, so students who 

default to a surface approach will, sooner or later, have 

to be induced to go deeper. The task is made more diffi-

cult whenever we tell students they will be tested. Since 

most assessments operate at a surface level, the prospect 

of being tested can act as a signal to students that they 

need only memorize, not understand.

How do you push students to take a deep approach 

to a learning task? An effective method is to give them 

a goal that requires deeper understanding. For example, 

instead of the goal being to pass an assessment, help the 

student identify a project in which they are invested and 

which requires depth to complete.

Another approach is to lead the student gently into 

deeper waters. This is where tutoring comes in.
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Take this example from the circulatory system study. 

A student and a tutor have just read the sentence, “If a 

substance can pass through a membrane, the membrane 

is permeable to it.”

S: So, it explains itself. If something is permeable 

to something, then that thing can pass through 

the other thing.

T: So, how would the …

S: And if it’s impermeable, it can’t.

T: And how does that relate back to the capillary 

walls?

S: Well, the capillary walls …

T: Can you explain?

S: Well, this is how I learned it.

T: Uh huh.

S: In the cell, it’s made up of these things, and 

then, it has these protein things, like this 

(draws a protein lying across a cell wall like 

a channel through the wall). They’re really, 

really big. And then, there’s a little substance 
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like oxygen, and it can just go through here 

(pointing to the wall). But a big substance 

like sugar, which is tons of letters, has to go 

through the protein first.

T: And how does, how does that relate to the cell 

membrane or the capillary?

S: Well, if it’s too big—if something’s too big—to 

go into the capillary through the capillary 

membrane, it can’t, but then maybe, if it has 

protein, it can. Okay.

T: Okay.

S: Alright.

Twice the tutor asked “How does that relate …”—a 

move that is specifically designed to prompt a deep 

response (Chi’s scaffolding type #13). The tutor could 

have, instead, asked “What is passing through the cell 

membrane here [in the lungs]?” But even if the student 

had answered, correctly, “oxygen and carbon dioxide,” 

they would be retrieving information they had read ear-

lier, a surface response.
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This is precisely the difference between the “content- 

free” prompts Chi tried to get tutors to use in the exper-

iment we described earlier versus the “content-specific” 

prompts tutors used instead. The former push students 

towards deeper responses and so deeper learning.

Constructing deep prompts like this does not come 

naturally to tutors, as Chi found. Closed yes-or-no 

questions won’t do. Deep prompts typically begin with 

“how,” “why,” or “what if.” But the critical feature is it 

should not be possible to answer just by repeating some-

thing you’ve learned. A deep prompt presses the student 

to produce the meaning or implication of knowledge. For 

example, in the dialog above, the tutor asks the student 

to take the idea of permeability and apply it to the specific 

case of what is going on in the capillaries.

As it does here, a deep prompt will compel a student 

to do some cognitive heavy lifting. Often, that means 

fitting together multiple pieces of information. Some 

of those pieces the student will only have encountered 

recently, so the tutor can help by more scaffolding: 
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serving up missing pieces of information but pressing 

the student to fit them together. The process of a student 

constructing or generating something they didn’t know 

before—or only sort of knew—has been shown to be a 

highly effective way of learning. But if the tutor does the 

fitting together on behalf of the student, the student will 

gain little. Whoever does the work does the learning.

So, one way to evaluate a tutoring session is to ask 

whether it pushed the tutee toward deep learning or 

whether it remained skating at the surface. Micki Chi’s 

study of circulatory system tutoring asked exactly that. 

When Chi looked at tutor moves and which resulted in 

surface or deep learning, there were three big takeaways.

First, tutor explanations led, at best, to surface 

responses from the student. In fact, most of the time, 

they didn’t lead to content-ful responses at all—just an 

“uh huh.”

Second, scaffolding mostly led to surface responses 

too and deep responses only occasionally. But, as we just 

saw, that is most likely due to the kind of scaffolding 

https://files.eric.ed.gov/fulltext/EJ1044018.pdf
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prompts that tutors used rather than being a problem 

intrinsic to scaffolding. In other words, scaffolding can 

lead to deep responses, but few of the tutors in Chi’s 

study knew how to do so.

Third, there was one move that was more likely than 

any other to lead to deep responses. We will meet it soon.
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5  /  F E E D B A C K

In Western Australia, in the summer of 2006, John 

Hattie, an education researcher, had a brainwave. 

What if, he asked, you were to take the entire literature 

of educational methods—tens of thousands of papers—

and run one enormous bake-off? Might you identify 

the handful of interventions that schools everywhere 

should implement?

It was a colossal task, but when Hattie published 

the list—and each time he has updated it since—the 

same method appeared at or near the top: feedback. 

By one estimate, feedback can double a student’s rate 

of learning.

On the face of it, there is not much to say about 

feedback. It is a powerful inducer of learning. And 

studies have shown that tutors do it liberally and 

https://www.teachertoolkit.co.uk/wp-content/uploads/2014/04/effect-of-learning-skills.pdf
http://area.fc.ul.pt/en/artigos%20publicados%20internacionais/The%20Power%20of%20Feedback_Hattie_Timperley2007_77_1_81_112.pdf
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instinctively. If a child points at a pig and says “sheep,” 

any adult within earshot will find it difficult to resist 

giving feedback4.

But, as ever, there is more to it than that. To get the 

full benefit of feedback—doubling the learning rate—the 

literature calls for feedback to be “well implemented.” 

What does that mean?

It does not mean non-stop. “Too much feedback, too 

often and too soon … can turn students into feedback 

junkies, too reliant on advice and therefore less likely 

to do well when left to their own devices,” says Hattie.

So, what’s the right way to do feedback? At its core, 

it is to help the student improve by revealing the gap 

between what they know and what they could know—

call that the gap between a and b. This suggests two strat-

egies: sometimes, the tutor can simply point out b; other 

4 It doesn’t always work. My four-year-old daughter, visiting a zoo, 
pointed at a fish and said, “Flounder.” I read the display label and 
gave her some feedback. “Actually, it’s a ray.” “Ray-flounder,” said 
my daughter. She’s been negotiating ever since.
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times, the tutor can point out the existence of a gap and 

let the student figure out what it is and how to close it. In 

one case, you reveal the specific a-b gap, in the other you 

reveal only that there is a gap in need of closing.

The first strategy fits best with surface learning—per-

haps during an earlier phase of learning in which students 

are collecting facts and not yet doing anything particularly 

interesting with them. The second strategy, letting them 

bridge the gap themselves, fits best with the deeper learn-

ing phase, when students are trying to fit facts together 

into something new.

For instance, if a student can’t recall Newton’s Third 

Law, tell them what it is (“Every force has an equal and 

opposite force”). If, instead, they can recite those words 

but are stuck when asked to draw the forces keeping a 

book sitting on a table, your feedback might remind them 

that the law exists and tempt them to use it, like seed laid 

down for a bird.

This means that, in deciding what feedback to give 

and when, tutors have to consider what type of learning 
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they want to induce: surface or deep. In general, for any 

new concept, students progress from surface to deep. 

The tutor can close gaps of the former variety but simply 

highlight and allow the tutee to close those of the latter. 

The mix is key. A tutor who relies too heavily on the one 

will impart only surface learning and on the other risks 

imparting only frustration, as the lesson slows to a crawl 

and the arc of it is lost.

A powerful way to highlight the a-to-b gap is to use 

what James Nottingham, a teacher coach, calls a wagoll: 

What A Good One Looks Like. Instead of saying “Your 

diagram is missing a force over here,” say “A good force 

diagram will have arrows for all the forces, and every 

arrow will have an equal and opposite arrow.” The beauty 

of this approach is that it doesn’t divert the student from 

the work; it makes clear, succinctly, what the work is.

It is surprising how often the wagoll is news to the 

student. There is a story of a boy who read slowly when-

ever his teachers tested him. Let’s call him Sal. One day, 

a famous researcher visited the classroom and was asked 
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to sit with Sal. The researcher listened to the boy read 

a passage accurately but plodding slow and said, “Now, 

Sal, would you read the passage again, but this time, the 

goal is to read it quickly, like this …” and read the first 

sentence at target pace—a wagoll. “Oh, okay,” Sal said 

and proceeded to read perfectly on grade level. Until that 

moment, he had thought the goal was to read each word 

carefully and with precision, just like he had heard his 

teacher do when he was first learning to read.
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6  /  C H E C K I N G  F O R 

U N D E R S T A N D I N G

For many years, it was thought that the answer 

to the mystery of how the earth came to have a moon 

was that the moon was wandering by and the earth cap-

tured it. Subsequent investigation, though, showed that 

the laws of physics would not allow such a thing. The 

moon would have been slung out into space, or into the 

sun5. Very gradually, the prevailing assumption changed.

Similarly, for many years, the prevailing assumption 

as to how tutors operate—and the answer to the mystery 

of why tutoring is so effective—was that, faced with a 

single student rather than an entire class, the tutor could 

5 In fact, the moon is a chunk of earth that split off in a huge cos-
mic collision. When astronauts brought back moon rock, we found 
that it was strangely familiar.
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diagnose their weak spots and address each of them, 

aligning tutor and tutee orbits so that they would revolve 

together for a while.

For that to be possible, tutors must continually check 

a student’s understanding so they can adapt their next 

move accordingly. But multiple studies have shown that 

tutors are really not very good at checking for under-

standing. The prevailing view of how tutoring works is 

going to have to change.

In particular, tutors do not reliably pick up on a 

student’s alternative—and perhaps flawed—thinking. 

Instead, they do what might more accurately be called a 

“check for correct”: does the student’s answer match that 

of the tutor? If not, they set about adjusting the student’s 

approach to match their own. They assume the student’s 

thinking is uninteresting and discard it.

Again, there is a crucial difference between surface 

and deep. For example, if my tutor asks me to add 317 

and 45 and I write down the numbers left aligned instead 

of right aligned, a surface assessment would conclude 

https://journals.sagepub.com/doi/abs/10.3102/00028312024001013
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.77.5562&rep=rep1&type=pdf
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that I have forgotten how to line up numbers when doing 

addition. A deep assessment might conclude that I don’t 

understand place value—that addition only works when I 

add the ones to the ones and the tens to the tens. A tutor 

making a surface assessment would tell me no more than 

how to align the numbers. A tutor making a deep assess-

ment would dig further and may wind up changing their 

plan for the session to teach, instead, a mini lesson on 

place value.

True checks for understanding are very human 

acts, like the bus driver who sees you may be having 

a bad day and holds the doors open versus the robot 

that closes them in order to stay on schedule. A sur-

face assessment is simple and swift. A deep assessment 

requires divining the peculiar circumstance that led the 

student to their answer. It is not just a 2d snapshot of 

what is presented but adds the dimension of time: how 

did we get here? Perhaps you don’t understand place 

value. Or perhaps you do, but you were distracted by 

thinking about the argument you had with your sister 
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this morning. One is a fundamental misconception that 

needs to be addressed; the other is just a slip.

Supporting deep learning depends on acts of diagnosis 

like this. The two diagnoses above call for two very 

different responses from the tutor, and we don’t know 

which diagnosis is correct. A follow-up question may be 

needed to find out. For instance, “In the number forty-

five, what does the four stand for?”

Why do tutors so often skip the diagnosis stage? One 

reason is that it is difficult to do. The core characteristic 

of deep learning is that it requires connections between 

elements of knowledge6. Diagnosing a breakdown in 

deep learning, then, requires the tutor to ask a question 

that can only be answered by connecting knowledge. 

6 At least, that’s the characteristic we’re focusing on here. In 
practice, people use “deep” to mean “anything that isn’t surface,” 
where “surface” means “repeating information you heard.” So, 
“deep” has also been taken to mean mapping the structure of the 
knowledge, using it to make predictions, knowing which situations 
to apply it in, and understanding the intention behind it. All of 
these rely on knowledge connections, hence our shorthand.
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Why is x true? Well, if you put x together with y, you 

can see that x has to be true. Why did Shakespeare open 

Hamlet with Barnardo asking the guard “Who goes 

there?” instead of the other way around? Well, it shows 

how messed up everything is, even from the first line 

of the play. Why is your left ventricle more muscular 

than your right? Well, it has to pump blood all around 

your body, not just to your lungs. How are fractions 

like whole numbers? Well, you can add them; in fact, 

you can do all the same things to fractions that you can 

do to whole numbers. Which other president is most 

like Andrew Jackson?

Another reason why tutors don’t do much deep diag-

nosis is that they typically come to a tutoring session with 

a plan, some form of “script” such as a series of problems 

to work through. The very existence of a plan creates 

pressure to follow it. Stopping to uncover the root cause 

of a bug in a student’s thinking might feel to the tutor like 

taking the session off track. If there are multiple students 

in the session, diagnosing each of their understandings 
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can take a lot of time. Instead of diagnosing, tutors 

repeatedly cajole students toward their (the tutor’s) own 

solution pathway for a problem. It’s as if the tutor wants 

to pick the tutee up and place them at the start of the 

pathway and then, every time the tutee takes a step off the 

path, nudge them back onto it.

But this is missing the true value of tutoring. The goal 

is not covering—moving diligently through a set course of 

material—but uncovering—creating moments that reveal 

a student’s thinking and where it can be advanced. Such 

moments are extremely difficult to pull off in a lesson 

taught to a whole class. For a student to have taken a 

leap, stumbled, and betrayed that to their tutor is a rare 

opportunity indeed, an open-handed gift. Take it. Throw 

out the script—or at least set it aside for a bit. Show me. 

Show me how you got to this place in your thinking. 

Because I don’t care whether you got to the right place 

this time or not. I care that you learn how to navigate—to 

get yourself to wherever it is you will need to go.

This moment is something to get excited about.
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7  /  F I N D I N G  B I G F O O T

We have now completed our tour of the major 

tutor moves: explanation (which is not very effective, 

except as the coda to a learning episode), scaffolding 

(effective for surface learning but difficult for deep), feed-

back (ditto), and checks for understanding (easy for sur-

face understanding but harder for deep diagnoses).

The clear pattern is that surface learning is quite easy 

to obtain—indeed, it is difficult to avoid. That perhaps 

accounts for the observation we started with: the general 

effectiveness of tutoring however and by whomever it is 

delivered. But deep learning is much harder to achieve, 

requiring a great and targeted effort by tutors. Even then, 

some of a student’s misconceptions—such as a “folk” 

understanding of the physics of motion that objects slow 

down and stop unless a force is pushing them—may have 



44

been held for so long that a single session of tutoring is 

simply not enough to dislodge them.

Or, to restate the previous paragraph for the opti-

mistic reader, there is a colossal opportunity to improve 

what tutors and tutoring can achieve. We can imag-

ine two kinds of tutors: those who produce perfectly 

respectable surface learning easily and declare victory; 

and those who make a determined effort to engender 

deep learning—succeeding, even so, only part of the 

time. What follows is intended for the second group.

Let us first repeat that surface learning is not without 

value. Some content isn’t sufficiently meaningful to allow 

anything else: Knowing your multiplication facts does not 

require a great conceptual leap. Neither does decoding 

written text in the early grades, nor punctuating writing 

in later elementary. Most content, though, can be treated 

at both a surface and deep level. Indeed, this might be the 

definition of good art.

“The world breaks everyone and afterward many are 

strong at the broken places.”
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“At the still point, there the dance is.”

“The pieces I am, she gather them and gave them back 

to me in all the right order.”

In math and science, students may find themselves 

being given a procedural, surface-level understanding—

tips and tricks such as dividing fractions by flipping and 

multiplying or reversing the sign when you move a term 

from one side of an equation to the other. Instruction 

designed to impart a deeper, conceptual understanding is 

harder to serve up, and so, it is often simply left out for 

several grades. This is why, when you arrive at calculus, 

the wheels come off.

Whatever the topic, traveling beyond beginner levels 

and into the realm of experts requires depth. Perhaps this 

is why schools have evolved to turn out beginners in a 

wide range of topics and experts in none.

So deep learning, sooner or later, is a cognitive neces-

sity. What remains is for us to identify the tutor moves 

that lead reliably to it. Unfortunately, detailed studies of 
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tutoring sessions have not been able to find them. Micki 

Chi analyzed the rare occasions when deep learning was 

glimpsed in tutoring sessions in order to answer the ques-

tion: which tutor moves predicted it? She couldn’t find 

any. Nothing tutors did in the sessions she studied reli-

ably led to deep learning.

This points to the strong possibility that, like Bigfoot 

and ufos, deep-learning tutor moves are difficult to find 

for the simple reason that they don’t exist. Kurt VanLehn, 

a computer scientist and education researcher at Arizona 

State University, writes, rather shockingly, of “the 

intriguing possibility that the content of the tutor’s com-

ments may not matter much.” He doesn’t mean a tutor 

is unnecessary. Rather, he means that tutors’ key con-

tribution to learning may not be the content they share 

but their ability to orchestrate the session so that the stu-

dent engages with the topic in a sustained way. Indeed, 

it is a striking fact of tutoring that tutees are so engaged. 

They almost never fail to respond when the tutor asks a 

question. (If that doesn’t seem odd, contrast it with the 

https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.135.5186&rep=rep1&type=pdf
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classroom, where most students don’t respond to most 

questions, or to online learning, where student attention 

wanders all over the place.) Perhaps the secret sauce of 

tutoring is simply making it difficult for a tired or bored 

student to hide.

There is something in that, but Chi the indefatigable—

who, just to make things interesting, is VanLehn’s 

spouse—wasn’t content with it. Spooling compulsively 

through the rows of numbers in her statistics app, she 

finally noticed one thing that actually did predict deep 

learning. It was the moment of a student reflecting on 

her own progress—for instance, saying something like 

“Hmm, I understand most of this, but not all of it.” 

Students who did that demonstrated more deep learning 

later on. Perhaps, thought Chi, we have been looking in 

the wrong place all along: it isn’t what the tutor does that 

matters; it’s what the student does.

Once we switch focus from tutor-moves to student-

moves, a whole raft of potential signs of deep learning 

suddenly comes into view: forming hypotheses (“Maybe, 
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germs can get in through your skin, through a cut”), 

extrapolating to other situations (“There’s fighting going 

on between the good and the bad germs … a whole new 

world inside the body”), coming up with predictions 

(“What if there was a super fighter germ?”), forming 

analogies (“So, the septum is like a wall in your heart”), 

generating justifications, generating critiques, and revising 

existing knowledge to deal with conflicting information.

What everything in that list has in common is, once 

again, connecting knowledge, fitting newly learned 

information together with something that was already 

there, like rain falling on a pond. For instance, to reflect 

is to ask whether the new information fits. Hypotheses, 

extrapolations, predictions, and analogies require you to 

begin with the new information and take it somewhere. 

Generating justifications and critiques and resolving con-

flicts require you to bring existing knowledge to bear on 

the new information.

If we can get a student to make any of these connect-

ing moves with new knowledge they just encountered—or 

http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.1022.9810&rep=rep1&type=pdf
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.648.8749&rep=rep1&type=pdf
https://onlinelibrary.wiley.com/doi/pdfdirect/10.1207/s15516709cog1803_3
https://onlinelibrary.wiley.com/doi/pdfdirect/10.1207/s15516709cog1803_3
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even better, more than one connecting move—deep learn-

ing is more likely to follow. Are there tutor moves that 

prompt students to make such a connection? And if so, 

why didn’t those moves show up in the research? Didn’t 

we just conclude that, maybe, they don’t exist?

We did. Though perhaps they do exist, just not where 

we are looking. The corpus of tutoring sessions that 

researchers sift through may not be rich enough to allow 

them to be found. Sessions in that corpus are typically 

led by inexperienced tutors—frequently college students, 

a ubiquitous and affordable resource right outside every 

research lab’s door—and focus on surface topics, such 

as solving simple physics problems. It’s like trying to 

discover new species of whales by studying the lakes of 

England. They aren’t there. You won’t find deep souls in 

shallow water.
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8  /  S I L E N C E  A N D  C O N F U S I O N

The first clue to the secret of deep tutoring came, 

almost by accident, in a 1998 experiment. Schwartz and 

Bransford were working on what became “A Time for 

Telling,” the ground-breaking paper we encountered 

when discussing explanations. The researchers did 

something curious. Instead of having students listen 

to a lecture and then attempt to solve some associated 

problems, they switched the order. They had students 

attempt problems, such as measuring the density of 

clowns packed in a bus, without having been introduced 

to the concept of density. Students listened to the lecture 

only after working the problems.

On the face of it, this seems like a recipe for frus-

tration. How can you solve problems before you have 

been given the tools to do so? Indeed, the problem-first 

http://aaalab.stanford.edu/papers/time_for_telling.pdf
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students did poorly at solving the problems before hear-

ing the lecture. But after the lecture, they performed as 

well as lecture-first students on surface-learning ques-

tions and much better on deep-learning questions. 

Schwartz and Bransford had discovered a way to induce 

deep learning.

Why might this topsy-turvy approach work? Schwartz 

and Bransford suggest that putting the problem first gives 

students a chance to develop the prior knowledge they need 

to get the most out of the lecture. For example, when stu-

dents analyzed pictures of clowns in different numbers on 

buses of different sizes—lots of clowns on a small bus versus 

a few clowns on a large bus—and tried to think of ways to 

summarize the differences, they may have begun to develop 

a proto-concept: call it the “crammed-ness” of clowns on a 

bus. “Crammed-ness” then provides a seed for the formal 

notion of density presented in the lecture. Attempting to 

solve the problems first made them better prepared to learn. 

This is akin to the idea we encountered when considering 

explanations: later is better.

http://www.cadrek12.org/sites/default/files/Schwartz.Chase_.Oppezzo.Chin_2011_PracticingVsInventing.pdf
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Manu Kapur, a learning scientist based at eth, a 

public university in the heart of Zurich, Switzerland, took 

this idea and ran with it. He systematically showed across 

dozens of studies that the cognitive free-for-all induced 

by problem-first instruction is actually beneficial for 

learning. His name for this phenomenon was productive 

failure, though widespread usage has morphed the term 

into the slightly less abrasive productive struggle.

Kapur even showed that the lecture-first approach 

may be damaging. When asked to invent ways of summa-

rizing the variation in a basketball player’s point scores 

over 20 games, students quickly came up with five or 

six. When asked to do the same thing after having been 

told the “official” answer—standard deviation—students 

couldn’t come up with any; they just kept repeating the 

solution they’d been given. “Students may infer from 

instruction by a knowledgeable adult,” says Kapur, “that 

all the relevant knowledge and procedures that they need 

to learn have already been taught.” Problem-first students 

have no such apprehension.

https://onlinelibrary.wiley.com/doi/pdfdirect/10.1111/cogs.12107
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According to Kapur, problem-first instruction works not 

just because it seeds a framework of proto-concepts such 

as “crammed-ness” but also because it improves motiva-

tion. If you struggle with a problem for a few minutes with-

out much success, you are considerably more interested in 

hearing the solution than if you are just presented with it 

cold. In one study, Kapur compared watching other stu-

dents struggle with struggling yourself and found, perhaps 

unsurprisingly, that there is nothing like your own failure to 

incentivize you to hear the canonical solution. The enhanced 

motivation may enable instructors to push beyond surface 

learning into more cognitively demanding deep learning.

One of the most counter-intuitive findings in the science 

of learning featured in a 1992 paper by Robert Bjork 

and Richard Schmidt, professors at the University of 

California, Los Angeles. The paper systematically estab-

lishes that our intuitions about what it looks like when a 

student is learning successfully, or what it feels like when 

we are learning successfully, are way off.

https://www.tandfonline.com/doi/abs/10.1080/10508406.2013.819000
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.694.9949&rep=rep1&type=pdf
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Imagine, for example, that you are learning French 

vocabulary. You decide to cram all your practice into 

one afternoon, and when you do, it feels like you have 

made great progress. Your friend decides instead to space 

practice over several days. That feels like much slower 

progress, and she is frustrated by how much she keeps 

forgetting. But if you both take the same test a week later, 

you may be surprised to discover that she has retained far 

more than you.

Or perhaps, to study a textbook chapter, you decide 

to re-read it. Your friend instead turns to the test at the 

end of the chapter and takes it. Your approach gives you 

a growing feeling of familiarity. Hers is painful. It is also 

much more effective.

Or take the order of learning: interleaving three 

topics—abcabcabc—is more work than blocking—

aaabbbccc—but it reliably results in more learning.

The problem, Bjork points out, is that near-term per-

formance feels good, but performance is not the same as 

learning. The sense that learning is hard may even be a 
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good shortcut indicator of when it is actually happen-

ing.7 Of course, no tutor likes to watch a student strug-

gling, becoming more and more confused and frustrated. 

It is almost impossible to stop yourself jumping in and 

relieving the frustration by giving the answer, or at least 

a big hint. This entirely human impulse is, though, rob-

bing the student of the very cognitive exertion that leaves 

learning as its residue. The harder you work, the more 

you will retain.

As a result, tutoring sometimes becomes a game of 

how much cognitive work you can get a student to do 

before they become demotivated. If the content is gen-

uinely interesting to the student, or can be made so by 

relating it to their interests in an authentic way, or if they 

are motivated by some longer-term goal, the tutor’s job is 

easier. In other situations, the tutor may need to interleave 

tougher content with breaks or game-like interludes.

7 That is not to say that learning has to be hard to be effective. We 
are learning all the time with no outward effort at all.
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Where a tutor–tutee arrangement is expected to persist 

for several weeks or months, it makes sense for the tutor 

to invest time in the relationship itself: building trust, tak-

ing an interest in the tutee’s interests, helping them nav-

igate ups and downs, and so on. There do not appear to 

have been long-term studies of tutor–tutee relationships 

to guide us here, but just knowing that solid learning 

demands hard work is enough to tell us that tutors need 

to find ways to increase student stamina for it. Plus, it is 

of course more pleasant for both parties to spend time 

with someone they like. And, perhaps most importantly, 

a tutee who trusts their tutor is more likely to take leaps 

into the unknown and risk falling, which is exactly what 

reveals how to make a better leap next time.

Bjork and Schmidt’s finding that performance is not a good 

indicator of learning was focused on surface knowledge. Is 

the same true of deep learning? Sidney D’Mello, an expert 

on confusion at the University of Colorado, thinks it is. 

“One important form of deep learning,” says D’Mello, 

https://www.sciencedirect.com/science/article/abs/pii/S0959475212000357
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“occurs when there is a discrepancy in the information 

stream and the discrepancy is identified and corrected.” If 

there is no discrepancy, “there is no learning, at least from 

a perspective of conceptual change.”

When researchers tracked tutee emotional states during 

tutoring, the most common emotion displayed was con-

fusion. “Confusion reigns supreme during deep learning 

activities,” says D’Mello, reporting on studies in which 

students worked on complex scientific concepts. And con-

fusion was the only emotion that significantly predicted 

learning. Not even tutee engagement could match it.

D’Mello concludes that there is value in running les-

sons that “intentionally perplex learners.” Of course, 

confusion has to be resolved for it to lead to learning. 

The trick is to help the student uncover the resolution 

for themselves, not to serve it up to them. According to 

D’Mello, “confusion resolution requires the individual to 

stop, think, engage in careful deliberation, problem solve, 

and revise their existing mental models.” These are all 

examples of what Bjork calls desirable difficulties.

https://www.researchgate.net/profile/Blair-Lehman/publication/221414100_What_Are_You_Feeling_Investigating_Student_Affective_States_During_Expert_Human_Tutoring_Sessions/links/09e4150f035ac6c0f5000000/What-Are-You-Feeling-Investigating-Student-Affective-States-During-Expert-Human-Tutoring-Sessions.pdf
https://www.sciencedirect.com/science/article/abs/pii/S0959475212000357
https://www.sciencedirect.com/science/article/abs/pii/S0959475212000357
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There are a wide range of ways to induce confusion. 

D’Mello lists “obstacles to goals, interruptions of orga-

nized action sequences, impasses, contradictions, anom-

alous events, dissonance, unexpected feedback, exposure 

of misconceptions, and general deviations from norms 

and expectations.” In short, bumps in the road. Kurt Van 

Lehn calls them impasses that “motivate a student to take 

an active role in constructing a better understanding.” He 

points out that impasses aren’t only about getting stuck 

but include whenever a student “does an action correctly 

but expresses uncertainty about it.”

That last point is fascinating: asking a student “Are 

you sure?” might create a learning moment, even if their 

answer was correct. Contrast that with the common 

practice of moving on quickly once a correct answer is 

arrived at. The great expert in math for little kids, Herb 

Ginsburg, has a wonderful technique for getting stu-

dents to think harder: after every answer they give, right 

or wrong, simply ask them “How did you know that?”
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Here, then, is a way for any tutor to reliably induce deep 

learning. The research of Bjork, Kapur, Van Lehn, and 

others has given us a formula—one that will be familiar 

to every Hollywood screenplay writer.

The secret to deep learning, like the secret to a good 

story, is (1) a conflict or impasse that leads to (2) a res-

olution. And in learning, as in a good story, you do not 

want to rush either of them. The impasse has to feel like a 

genuine impasse, which it won’t if it is not properly estab-

lished or if, from an abundance of eagerness, it is resolved 

too quickly. The resolution, when it comes, has to come 

from the actions of the main character. In learning, the 

main character is the student, not the teacher.

This is what makes the job of the tutor a rich and 

rewarding one. Crafting a problem to bring the student to 

an impasse, letting them dig in just deep enough, and then 

nudging them toward a resolution take skill and often art. 

When done well, it will feel to the student as if the tutor 

did nothing at all—except perhaps add some formalism, 

such as correct terminology, after the fact.
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Here is an example of this impasse–resolution tech-

nique—call it deep tutoring—in action. A student is asked 

to read the first part of the task shown on the previous 

page (created by Malcolm Swan, a virtuoso designer of 

math problems at the University of Nottingham). 

The student has established that segment ab rep-

resents the initial part of the journey, starting from 

Providence, ri.

T: Okay, what’s happening from b to c?

S: It shows a short distance traveled.

T: Okay. It looks like the line from b to c is flat. 

What do you think that means?

S: I think it means the road flattened out a bit; 

then, they went up another hill.

T: I see what you’re thinking, but if b to c is flat, 

that means there is no distance being traveled.

S: Ah, okay, that makes sense.

The student is reading the line segment bc as an illustra-

tion, not a graph. This is a common misread of graphs, espe-

cially distance–time or velocity–time graphs. In fact, it was 

https://www.mathshell.com/publications/tss/lfg/lfg_teacher.pdf
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precisely this misread that Swan was trying to uncover when 

he created the task. The tutor makes a very standard tutor 

move: they give feedback along with the correct interpreta-

tion of bc. What is the likely effect of choosing that move?

It’s possible that it leads to surface learning: the stu-

dent might remember “flat means no distance traveled.” 

But it’s doubtful that they have understood why (even 

if they think they have). And any deeper learning is 

unlikely to have happened here. What could the tutor 

have done instead?

You may want to look away from this page and come 

up with your own answer to that question based on the 

idea of impasse/resolution before reading on.

The first thing we need is an impasse. The student is read-

ing bc as a line that depicts a flat road. But that isn’t 

an impasse. They are not confused. They simply haven’t 

glimpsed the power of a graph like this yet. To create an 

impasse for them, we need them to see an alternative to 

their answer without telling them it. One way to do that is 
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to ask a content-free question such as “How do you know 

that?” Sometimes, that’s enough for the student to realize 

there’s a problem. In this case, though, we could prompt 

the student to see a contradiction.

S: I think it means the road flattened out a bit; 

then, they went up another hill.

T: Hmm, okay. Can you tell me from the graph 

how far they are traveling between points b 

and c?

S: (Pause) Looks like a half.

T: A half what?

S: Er … half an hour? That can’t be right.

Bingo. Now, we wait.

T: (Silence)

S: I’m not sure I get it.

We could now jump in with an explanation. But it’s 

worth checking that impulse and seeing if we can scaffold 

the student to the same conclusion, to do what they didn’t do 

earlier: read the graph. It could be that they just don’t know 

how to do that or that they do but they took a shortcut this 
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time. The tutor may know which of those is true from earlier 

work with the student. But let’s assume not.

T: Well, the y-axis tells distance.

S: Okay … So, from b to c … that’s zero distance.

T: (Silence)

S: So … they didn’t move.

T: For how long didn’t they move?

S: For half an hour.

T: Right. So, what do you think is happening?

S: They stopped. Maybe they went to the 

bathroom?

T: Awesome! Who knew these charts could tell 

you about a bathroom visit? So, what does a 

flat line mean on this graph?

S: It means you are stopped.

T: Right. No distance traveled, but time passes. 

So, you must have stopped. Where do you 

think b and c are on the map?

S: Well, if he’s stopped, b and c must be in the 

same place. But I’m not sure where …
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What happened here is that the student began to pro-

duce the resolution to their own confusion. The tutor 

shifts to positive feedback to keep them moving. You can 

feel the new insight scratching like a pet at the door. The 

student opens it.

Do we have deep learning here? Not yet. The student 

doesn’t truly understand what the graph is telling them 

about this journey in a way that would allow them to read 

other graphs. That’s why the problem was designed with 

several more graph segments to make sense of. If the tutor 

had instead chosen a problem with just one line segment, 

we would lose the cumulative effect and the student’s 

growing sense of “Oh, now I can read these graphs!”

Making sense of a distance–time graph—a crucial skill 

if and when the student encounters calculus, since many 

of the examples will be about motion—is only part of 

what this problem is designed to tackle. Perhaps the more 

important challenge is translating among three different 

representations of the journey: the graph, the map, and a 

verbal description. Let’s rejoin the conversation a little later.
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T: Okay, what’s happening from d to e?

S: Well, the time is … an hour and a bit more. 

And they traveled … twenty-something miles.

T: Great. Can you figure out how that relates to 

the map?

S: You mean where they are?

T: Right.

S: Hmm … we don’t have enough information.

T: Okay. Can you see anything different about 

the line on the graph from d to e?

S: Ah … it’s bumpy.

T: (Silence)

S: Which doesn’t mean the road is bumpy.

T: Nice.

S: Bumpy … oh, maybe, when the line is flat, 

they are stopped, like in b to c. And the 

bumpy line is flat, or nearly flat, some of the 

time. So, maybe, they stop and start.

T: You’re on to something.

S: So, they’re in New York!
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T: How do you know that?

S: Because they keep stopping and starting in 

traffic.

This is real progress. Ultimately, we are trying to get to 

something along these lines:

 They drove at 60 mph from Providence on 

i-95 for one hour, then stopped for half an 

hour, and then carried on for another hour 

before reaching New York, and so on.

A lot has to come together to produce that descrip-

tion, and it is the coming-together—the connections—

as we have seen, that characterize deep learning. Of 

course, that ability might not transfer—the student 

may stumble with the very next graph they see—but a 

new track has been etched in the learner’s brain, ready 

to be deepened.

**
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The practice of tutoring is inherently asymmetrical. The 

tutor knows something the tutee does not. That fact itself 

creates pressure for the tutor to tell, an osmosis in which 

information wants to flow from tutor to tutee. But the 

membrane between them is semi-permeable: surface-learn-

ing molecules get across easily, but bigger deep-learning 

molecules do not. The fix is not to push harder but to put 

the tutee in a place where they are primed to learn and 

then to wait. Wait for them to assemble the deep-learning 

molecules for themself, on their side of the membrane. 

Deep tutoring is a matter of getting comfortable with 

silence and confusion.

This is the answer to the mystery of why all tutors seem 

to get similar results. Aside from a few rare practitioners, 

they are all pushing surface-learning molecules. Figuring 

out how to get bigger knowledge molecules through the 

membrane is what makes tutoring a demanding and 

rewarding enterprise. But at least it is possible for an art-

ful tutor focused on no more than a handful of tutees at 

one time. If there is a way the same can be achieved in a 
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classroom of one teacher and thirty students, I have no 

idea what it is. Tutoring may be the only reliably effective 

mechanism available to us.
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