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INTRODUCTION TO MACHINE LEARNING

What is Machine Learning?

» A branch of Al focusing on creating

Dats 4 Labals Creating the Finished Data
— pata Labeller tabelling Machine machines that learn from data.
— ll,'::lnlfki"l‘.ﬁ*
f— ., pkAYR . . . ,
— -J}‘:F: \ Coined in 1959 by Arthur Samuel.
c% Uhzpete = - Key Analogy: "Machine learning models

ML Model Training are data labeling machines."
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HOW MACHINES LEARN

Learning Paradigms in Machine Learning

{:“a";tef“r““ ‘ » Supervised Learning: Learns from

= Predict outcome/future
labeled data.

» Unsupervised Learning: Finds patterns

Learning

without labels.

Unsupervised

* Reinforcement Learning: Learns by trial

= Mo Labels = Decision process
= Mo feedback ® Reward system
= “Find hidden structure” ® Learn series of actions

and error with rewards.

Source: Dhairya Parikh, "Learning Paradigms in Machine Learning." DataDriveninvestor. Medium, June 15, 2020.
https:.//medium.datadriveninvestor.com/learning-paradigms-in-machine-learning-146ebf8b5943.
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HISTORICAL EVOLUTION OF MACHINE LEARNING

Key Milestones in ML History

Machine Learning

An Historical Overview * 1043: First Neural Network Model
* 1050: ML term coined.

1943 1958 19559 1992
First Mathematical Rosenblatt's “Machine Learning” IBM DeepBlue

Model for a Neural P Model Coined By Arthur defeats world chess ° 99 ' |BM' D p BL d f t d h
o EFIETI:'.:";EUIE receptron Mode A P 1 2. S ee ue e ea e a C eSS
champion.
2006 . 2017 2022
Birth of Deep Learning First comples CNN “Attention is all you Open At releases
; Architecture AlexNet d*introd “ChatGPT": the & \ ' '
by Geaffrey Hinton wins Imagenet n'E'Ih'--.rinnl.:.:‘|:::=Irr||::_rl.!5 pup”;t“.,. a-.-ai:asle T:M ¢ 2 O 12 ' n t ro d u Ctl O n Of C N N \X/ I t h A LeX N et '

» 2017. Google's Transformer model.
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EVERYDAY APPLICATIONS OF MACHINE LEARNING

How ML Impacts Daily Life

» Cell Phones: Personalized content. |:|
- Navigation: Google Maps and traffic prediction. %]

« Personal Assistants: Siri, Alexa, Google Assistant. il

- Content Recommendation: Netflix and Spotify's i

algorithms.
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COMPONENTS OF ATYPICAL ML SYSTEM

Building Blocks of ML Systems

MACHINE LEARNING SYSTEM - Data Collection: Gathering data.

Typical Workflow

Data Collection 4 Data Processing ° Data PrOCGSSing: Cleaﬂlﬂg aﬂd
Collecting data from various Transforming the data
sources into a staging area according to the usecase. O rg a n iZi n g |

» Model Training: Learning from data.

Model Deployment Model Training

o s production e meme e © Model Evaluation: Testing accuracy.
environment Model

Model Evaluation

mode on umsacn data » Deployment: Applying the model.

Machine Learning Essentials You Always Wanted to Know | Paperback ISBN: 9781636513775 | eBook ISBN: 9781636513782 | Hardback ISBN: 9781636513799



Chapter 2 - Mastering the Fundamentals of Machine Learning

@ TM

VIBRANT

PUBLISHERS

CHAPTER 2:

MASTERING THE
FUNDAMENTALS OF MACHINE
LEARNING

Machine Learning Essentials You Always Wanted to Know | Paperback ISBN: 9781636513775 | eBook ISBN: 9781636513782 | Hardback ISBN: 9781636513799



Chapter 2 - Mastering the Fundamentals of Machine Learning

@ TM

VIBRANT

PUBLISHERS

Key Concepts for Machine Learning Success

» Importance of data, math, and

programming in ML.

» Overview: Data types, essential math,

Python, and key libraries.

» Goal: To equip you to handle ML data,
understand math concepts, and start

coding.
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TYPES OF DATA IN MACHINE LEARNING

* Numerical Data: Continuous (e.g,,

DATA
- temperature) & Discrete (e.q., book

NUMERICAL CATEGORICAL count).
Made of numbers Made of words
N enlaren, shoc e bl ype, Sehmicty - Categorical Data: Nominal (unordered)
<O\ <\ & Ordinal (ordered).
CONTINUOUS DISCRETE ORDINAL NOMINAL
Infinite options Finite options Data has a hlerarchy Data has no hierarchy . .
Age, weight, blood Shoe size, number of Pain sewverity, satisfoction  Eye Colour, dog breed, ® Key CO n Ce ptS : Ca rd I na llty ( n u m be r Of
pressure children rating, mood bilood type

samples) & Dimensionality (number of

features).
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THE MATH BEHIND MACHINE LEARNING

Visualize

N  Linear Algebra: Vectors, matrices,
Prepare S HE transformations (e.g., dot product).
P \r” N - Calculus: Derivatives, gradients for
e mmT:—f:m v, optimization.

* Probability & Statistics: Predictions,

patterns, and data analysis.

Machine Learning Essentials You Always Wanted to Know | Paperback ISBN: 9781636513775 | eBook ISBN: 9781636513782 | Hardback ISBN: 9781636513799



Chapter 2 - Mastering the Fundamentals of Machine Learning

N

VIBRANT

PUBLISHERS

Why is Python the Ideal Language for ML?

* Simple syntax, vast libraries, cross-

™ platform compatibility.
'l p U t O n » Active community with ongoing
support.

« Numerous frameworks and tools like

NumPy, Pandas, Matplotlib.
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Introduction to Fundamental Python Libraries

0 . . - - -
I':I pCi ndas = NumPy: Numerical computations with

arrays and matrices.

- Pandas: Data manipulation using Data
Frames.
» Matplotlib: Visualization from simple

graphs to complex plots.
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INTRODUCTION TO SUPERVISED LEARNING

SUPERVISED LEARNING

II"-.IFI:I-H:M.'!I.TII:I-I"-.IE LABELS DATA /’_’b ]\1 ] UMNSEEN DATA
SAMPLE IEICERT
— (I ML ALGORITHM J - 11
I: MACHIME LEARNING T T e
LABELS MODEL ¢ # LABEL -

. PREDICTIONS )

* |t Involves training a model using labeled data.
» Key focus: Predicting outcomes from given data.
» We will explore Linear Regression for predicting continuous values

and Logistic Regression for classification.
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UNDERSTANDING LINEAR REGRESSION

Linear Regression in a Nutshell

* Linear: Predicts continuous values

. using a linear relationship.
: ek N o P
F T [price=misi e » Key Concept: Find the best ‘line of fit.'
E :‘-* % x [y=mx+c] — Equation of Line o .
z x e’ « Goal: Minimize the error between

predicted and actual values.
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The Math Behind Linear Regression

Gradient Descent Algorithm
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* Model: y=wO+wWix1+w2x2+:--+wnxn

Initial
Weight » Learning via minimizing error (Cost
Gradient
T — Function).
W =W, —a— () | | | |
| / ow; - Gradient Descent: Adjusting weights to
Learning reduce the error.
| RﬂiE‘
Updated
Weight
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INTRODUCTION TO LOGISTIC REGRESSION

Logistic Regression Cy . o .
: s  Logistic Regression: For classification

;MSEﬂ of tasks (binary/multi-class).
X , » Key Concept: Uses a sigmoid
. X X 7" mopEL
§ x; X, function to output probabilities.
i .7
- e GEGS% CLASS 1 - Goal: Find the decision boundary that
‘< O

best separates classes.

FEATURE 2
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EVALUATING MODEL PERFORMANCE

Accuracy = Number of Correct Predictions » Classification: Accuracy,

Total Number of Predictions

Precision, Recall, F1-Score.
* Regression: MAE, MSE, RMSE,

True Positives
True Positives+False Positives

Precision =

Recall = True Positives R-Squa red.

True Positives+False Negatives

* Confusion Matrix for

F1 _ 9 Prec@s@onXRecall . : : :
Score X Precision+Recall Cl.aSS|f|Cat|On IﬂSIghtS.
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Introduction to Non-Linearity to the Equation

Linear vs. nonlinear problems * |ntroduction to three powerful
[A # 1B se8 supervised learning algorithms.
e © & - ® o . ... S |
oo °® - ® 0,0 O * Focus on non-linear approaches to
® .- ® o: ®°
Ll R M . .’ ......... " classification and regression
2 ® @ .« Practical implementation in Python

 Hands-on evaluation and model

selection.
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DECISION TREES - MAKING HIERARCHICAL DECISIONS

What should | eat today?

.

A » Tree-based approach uses if-else

/\ conditions

Wht did  have i the Morning? pizzal » Splits data based on feature values
./\. » Creates a hierarchical structure for

oredictions

 Handles both classification and

regression
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K-NEAREST NEIGHBORS

Learning from Proximity
* Embrace simplicity by classifying data

MNMEAREST NEIGHBOURS ALGORITHM
based on nearest examples

Classified

® Class1 * |[nstance-based learning algorithm

@ Class?
Class 3

* No explicit training phase

» Predictions based on closest neighbors

» Distance metrics determine similarity
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SUPPORT VECTOR MACHINES

Finding Optimal Boundaries

» Master classification with margin
Class O -y Other possible Model

, [, maximization and kernel tricks.
x BEST FIT MODEL (SVM)
| %7 - Maximum margin classification
@ x class 1
2 . g{jﬂﬂ » Kernel trick for non-linear problems
g 00
\O0 » Soft margin for handling outliers
> » Support vectors define the boundary

Feature 2
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Why Use Ensemble Methods?

» Ensemble techniques combine

Model 1 H Pred 1
[ Input Data Model 2 H Pred 2
Model 3 H Pred 3

multiple models to iImprove accuracy.

} « AIm: Increase model robustnhess and

Prediction

Voting/
Averaging

reduce errors.

* TwoO main strategies:

Bagging and Boosting.
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Bagging: Building Stronger Models

@ Bootstrap Sampling

60%

Train

.
r A

és

d

40%
Test

N
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» Definition: Bootstrap Aggregating -

- - multiple models trained on random

|
' Model

:®m§1~.§g data subsets.
:

|

:

» Key benefit: Reduces variance and
Bagging prevents overfitting.

Classifier.

» Example algorithms: Random Forest.
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Boosting: Focus on Errors

» Definition: Sequential training of

Original data set, D, Update weights, D, Update weights, D,
o S, - models where each corrects previous
-t 4 St ST, Combined classifier
L L L errors.
Trained classifier Trained classifier Trained classifier _:,l _I++T . ]
B @cz? =] .+ | < Key benefit: Reduces bias and
S} i LA I U=l P MO —
© . I T iImproves prediction accuracy.

» Example algorithms: AdaBoost,

Gradient Boosting.
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SUMMARY AND PERFORMANCE EVALUATION
Choosing the Right Ensemble Method

Bagging Boosting - Bagging: Best for reducing variance

W and increasing stability.

{ g 4
ﬂ{ﬂ wﬁy> ﬂf ,z. \‘ ~* Boosting: Best for improving accuracy

| / ‘_ by reducing errors.
g Wy ,
parallel eovential - Evaluate models: Compare using
draiie equenta

metrics like accuracy, precision, and

recall.
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What is Unsupervised Learning?

Unsupervised Learning Methods

* Deals with unlabeled data.

K-Means Clustering Principal Component Analysis

&

* Finds hidden patterns and structures

without predefined outcomes.

» Key Applications: Clustering,

Anomaly Detection Association Rules
I Dimensionality Reduction, and Market
:; o ® "1.:I Bread Butter -
o Y 4 Basket Analysis.
®
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Clustering: Organizing Data into Groups

DATAIN
TWO DIMENSIONS
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» Clustering groups of data points based

o on similarity.
@ » Useful for discovering patterns in large
S datasets.

» « Key Algorithms: K-Means, Hierarchical
Clustering, DBSCAN.
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How K-Means Clustering Works

K-Means Clustering Algorithm Steps
 Divides data into K clusters based on

"B O: "?3 O: proximity to centroids.

“ “ " o * |teratively refines clusters to minimize
e e E'”f_‘_f““: B intra-cluster distance.

B [I'?:;;' @ T - Pros: Simple, effective for large datasets.

* Cons; Sensitive to initial selection of

centroids.
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ANALYSIS

Uncovering Patterns in Retail Data

* |dentifies associations between

Which items are frequently

m-:i
a purchased together by customers?

| products in transaction data.
Shopping Baskets

| * Helps in recommendation systems and
bread milk hread milk bread L/j .
\J ““E“'Li UE i \j il iInventory management.

Customer 1 Customer 2 Eu stomer 3

. . - Example: "Customers who bought X are

Sugar

EEgES

Market Analyst likely to buy Y.
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What is Deep Learning?

* Deep Learning is a subfield of ML

inspired by the human brain.

» Uses neural networks to identify

> Output .
flwt, + Wz + b) natterns in data.

» Popular in applications like image
recognition, NLP, and Al models like
ChatGPT.
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A BRIEF HISTORY OF NEURAL NETWORKS

Biological Neuron versus Artificial Neural Network

impulses carried
toward cell body
branches

dendrites }/C of axon
\fLﬁ % P :> axon Inputs
»

nucleushﬂ O terminals

z‘f} -

Output

- : l [
/ 2{\ impulses carried . / Sum Activation
away from cell body @/, W, Function

* Inspired by Biology: Mimicking the human brain.
- Key Milestones:
= 1943 McCulloch-Pitts Model of a Neuron.
= 1980s. Backpropagation algorithm for training.

= 2006:. Emergence of Deep Learning with more complex architectures.
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BUILDING DEEP NEURAL NETWORKS (DNNS)

LAVER * A network consists of layers: Input,
/ﬁ“ Wo, “Laver. Hidden, and Output.
'"PUK /®—GLTPUT * Deep Neural Networks have multiple
INCOME . hidden layers.

» Applications: Image recognition,
speech processing, recommendation

systems.
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CONVOLUTIONAL NEURAL NETWORKS (CNNS)
CNNs for Image Data

fe_3 fc_a

_ ST WS« Designed to handle image and
Eummlu_iiun - mrulu_tiun Rell activation ,_J\_\
(5 x 5) kernel Max-Poaling (5x5) kernel Max-Pooling (with . u
valid padding (2x2) valid padding (2x2) -~ .;} dropout) m u ltl m ed Ia datasets .
L 0

1« Uses convolutional layers to extract

r——
]

INPUT nl channels i *
(24 x 24 x nl) (12x12 xnl) (Bx8xn x4 xn '
OuUTPUT

features like edges, textures.

(2B x28x1)

» Key advantage: Reduces computation

while improving accuracy.
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RECURRENT NEURAL NETWORKS (RNNS)

Understanding Sequences

- Handles sequential data (e.g., text,

% ?u % time-series).
‘“TT @T @T "« Uses a feedback loop to consider
. o orevious iInformation.

» Foundation for Large Language
Models (LLMs) like ChatGPT.
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MACHINE LEARNING IN THE REAL WORLD
Applying Machine Learning Beyond the Classroom

Application of Machine Learning » Recap of ML journey: From theory to

[ Healt:".care J [Aumrr:nhilﬁ ] [Trangpfrtaﬁnﬁ) real.-\X/Or[d appl.ICathﬂS

* Focus on industry use cases, project

lifecycles, and ethical considerations.

(Manufaituring) [E-:nmi'nerl:e j ( Insuriar'n:e ) ¢ GOal. Brldge the gap betweeﬂ What

you've learned and how to apply it.
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How ML is Transforming Different Fields

» Healthcare: Early diagnosis, personalized

Inventory Optimization

treatment, predictive analytics.

Customer Analytics

Retail

Recommendation Systems

Healthcare Treatment Planning

== * Finance: Fraud detection, credit scoring,

Transportation
Quality Control

Route Optimization Manufacturing

Autonomous Vehicles N Predictive Maintenance a l.g O r i t h m i C trad i n g '

Demand Forecasting

My— » Hardware: Predictive maintenance,

Fraud Detection

optimization of manufacturing.
» Additional fields: Retall, marketing,

autonomous vehicles.
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THE ML PROJECT LIFECYCLE

Collect & Validate b- Process & Transform » - Test & Validate 2

-
Gather Feedback

» Step 1: Problem Definition and Data Collection.

» Step 2: Data Cleaning, Processing, and Feature Engineering.

» Step 3: Model Training and Evaluation.
» Step 4: Deployment, Monitoring, and Maintenance.

* Importance of iterative improvement based on feedback.
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VIBRANT

PUBLISHERS

ETHICAL CONSIDERATIONS IN MACHINE LEARNING

» Fairness: Ensuring unbiased models.

» Transparency: Making algorithms
understandable.

» Accountability: Who is responsible for
decisions made by Al?

- Examples: Bias in hiring algorithms,

transparency in credit scoring.
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@ TM

VIBRANT

FUTURE TRENDS IN MACHINE LEARNING

Machine Learning
Trends 2023-24

- Emerging Technologies: Federated Learning, Explainable Al, and

Quantum Computing.

* New Trends: Al Ethics, Sustainable Al, TinyML (Al on low-power devices).
- Organizations leading the way: Open Al, Google DeepMind, MIT Al Lab.

» Emphasis on the growing importance of interdisciplinary collaboration.
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Thank you
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