
DHAIRYA PARIKH

Instructor Resources



Table of Contents

1	 Machine Learning: A Gentle Introduction� 4
	 Quiz    4
	 Answers   7

2	 Mastering the Fundamentals of Machine Learning� 8
	 Quiz   8
	 Answers   11

3	 Supervised Learning: Starting with the Basics� 12
	 Quiz    12
	 Answers   15

4	 Going Beyond the Basics: Exploring Non-Linear Models�16
	 Quiz    16
	 Answers   19

5	 Ensemble Techniques: Improving Prediction Power� 20
	 Quiz    20
	 Answers   23

6	 Unsupervised Learning: Finding Patterns in Data � 24
	 Quiz    24
	 Answers   27

7	 A Gentle Introduction to Neural Networks and Deep 
Learning � 28

	 Quiz    28
	 Answers   31



Glossary� 32

Additional Resources� 42
	 Chapter 2: Mastering the Fundamentals of Machine  

Learning     42
	 Chapter 3: Supervised Learning: Starting with the Basics     43



www.vibrantpublishers.com� Self-Learning Management Series

Chapter 1

 Machine Learning: A Gentle
Introduction

Quiz

1.	 Machine learning models are often described as:  
a.	 Data Manipulation Machines 
b.	 Data Labeling Machines 
c.	 Data Creation Machines 
d.	 Data Deletion Machines

2.	 In machine learning, "data processing" involves: 
a.	 Training the model exclusively 
b.	 Collecting and entering data into the system 
c.	 Cleaning and organizing data 
d.	 Deploying the model in real-world scenarios

3.	 What analogy is used to explain reinforcement learning in 
the chapter?
a.	  Training a cat 
b.	 Programming a computer 
c.	 Training a dog 
d.	 Feeding a bird
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4.	 How does a typical machine learning system begin? 
a.	 Model training 
b.	 Data collection 
c.	 Deployment 
d.	 Data processing

5.	 Which year did Geoffrey Hinton and his team introduce a 
significant advancement in neural networks? 
a.	 2006 
b.	 2012 
c.	 1998 
d.	 2017

6.	 Which learning paradigm allows machines to automatically 
figure out the best behavior in a given situation? 
a.	 Supervised learning 
b.	 Unsupervised learning 
c.	 Reinforcement learning 
d.	 Procedural learning

7.	 Who introduced the concept of Transformers in machine 
learning? 
a.	 Google researchers 
b.	 Facebook AI Research 
c.	 OpenAI 
d.	 IBM
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8.	 What does the term "model evaluation" refer to in machine 
learning? 
a.	 Deploying models into production 
b.	 Testing how well the trained model performs 
c.	 Collecting data for training 
d.	 Programming the model with specific tasks

9.	 Which device uses machine learning to understand and 
respond to voice commands? 
a.	 Television
b.	 Smart speakers 
c.	 Electric cars 
d.	 Light bulbs

10.	 What is primarily examined in the "model training" stage of 
a machine learning system? 
a.	 Data is evaluated for accuracy 
b.	 Algorithms are selected 
c.	 Data is fed into an algorithm to learn patterns 
d.	 Results are deployed in real-world applications

11.	 What does the MNIST dataset commonly involve? 
a.	 Speech recognition 
b.	 Image classification 
c.	 Text processing 
d.	 Game playing
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12.	 Machine learning's ability to predict traffic conditions and 
suggest optimal routes is a feature in: 
a.	 Social media platforms 
b.	 Email services 
c.	 Navigation apps 
d.	 Online shopping websites

Answers
1 – a 2 – c 3 – c 4 – b 5 – b

6 – c 7 – a 8 – b 9 – b 10 – c

11 – b 12 – c
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Chapter 2

 Mastering the Fundamentals
of Machine Learning

Quiz

1.	 What is the primary use of probability in machine learning?
a.	 To decorate machine learning models  
b.	 To make predictions and decisions based on data  
c.	 To create random numbers  
d.	 To sort data alphabetically

2. 	 What is the role of descriptive statistics in machine 
learning?
a.	 To clean the data  
b.	 To summarize and describe the features of a dataset  
c.	 To predict future data  
d.	 To replace data labels
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3. 	 What is Python primarily used for in machine learning?
a.	 To compile code  
b.	 To handle operating system tasks  
c.	 To perform data manipulation and analysis  
d.	 To design web pages

4. 	 What does the NumPy library provide?
a.	 Text processing functions  
b.	 Numerical computing support  
c.	 Data visualization tools  
d.	 Network communication protocols

5. 	 What is “pandas” used for in machine learning?
a.	 Creating visualizations  
b.	 Managing databases  
c.	 Data manipulation and analysis  
d.	 Writing machine learning algorithms

6. 	 What does Matplotlib help with in Python?
a.	 Data manipulation  
b.	 Creating machine learning models  
c.	 Data visualization  
d.	 Numerical computing

7. How do you install a Python package using pip?
a.	 pip create <package_name>  
b.	 pip import <package_name>  
c.	 pip install <package_name>  
d.	 pip export <package_name>
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8. 	 In which format can pandas handle data?
a.	 Only CSV  
b.	 CSV, Excel, SQL, Parquet, and more  
c.	 Only SQL  
d.	 Only Parquet

9. 	 What is the basic unit of data in pandas?
a.	 Array  
b.	 List  
c.	 DataFrame  
d.	 Series

10. 	 What is a common use of Matplotlib in machine learning?
a.	 Text processing  
b.	 Data visualization  
c.	 Data cleaning  
d.	 Model evaluation

11. 	 What is the first step in setting up a Python environment for 
machine learning?
a.	 Writing code  
b.	 Installing Python  
c.	 Creating visualizations  
d.	 Building models

12. 	 How do you display a plot in Matplotlib?
a.	 plt.create()  
b.	 plt.show()  
c.	 plt.display()  
d.	 plt.plot()
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13. 	 Which function in Pandas provides the first few rows of a 
DataFrame?
a.	 head()  
b.	 tail()  
c.	 first()  
d.	 top()

14. 	 What are the basic mathematical operations in NumPy used 
for?
a.	 Data visualization  
b.	 Data cleaning  
c.	 Numerical computing  
d.	 Text processing

15.	 What Python package manager is used to install libraries?
a.	 npm  
b.	 pip  
c.	 conda  
d.	 gem

Answers
1 – b 2 – b 3 – c 4 – b 5 – c

6 – c 7 – c 8 – b 9 – c 10 – b

11 – b 12 – b 13 – a 14 – c 15 – b
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Chapter 3

 Supervised Learning:
Starting with the Basics

Quiz

1.	 Which evaluation metric considers both precision and 
recall?  
a.	  Accuracy
b.	 F1 Score
c.	 Mean Absolute Error
d.	 ROC Curve

2. 	 What does the learning rate in gradient descent control?
a.	 Number of features
b.	 Size of steps taken to reach the minimum
c.	 Number of iterations
d.	 Number of target variables
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3. 	 What kind of variable is the target variable in regression 
tasks?
a.	 Categorical
b.	 Binary
c.	 Continuous
d.	 Nominal

4. 	 What does the term "parameters" refer to in a model?
a.	 Input variables
b.	 Output variables
c.	 Coefficients learned during training
d.	 Evaluation metrics

5. 	 In the context of linear regression, what is a residual?
a.	 A data point
b.	 The difference between observed and predicted values
c.	 A model parameter
d.	 An evaluation metric

6. 	 Which algorithm is primarily used for binary classification?
a.	 Linear Regression
b.	 Logistic Regression
c.	 K-Means Clustering
d.	 PCA

7. 	 What does the hypothesis function in linear regression 
represent?
a.	 The actual data points
b.	 The predicted values
c.	 The evaluation metrics
d.	 The cost function
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8. 	 What is an intercept in a regression equation?
a.	 The slope of the line
b.	 The point where the line crosses the y-axis
c.	 A type of evaluation metric
d.	 A feature variable

9. 	 Which dataset was used in Linear Regression coding 
implementation in the chapter?
a.	 Iris Dataset
b.	 MNIST Dataset
c.	 Boston House Pricing Dataset
d.	 Wine Quality Dataset

10. 	 What method is commonly used to minimize the cost 
function in linear regression?
a.	 Random Search
b.	 Gradient Descent
c.	 K-Means
d.	 Decision Trees

11. 	 What does "least squares" refer to in the context of linear 
regression?
a.	 a) A clustering method
b.	 b) A loss function
c.	 c) A way to fit the best line
d.	 d) A classification technique
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12. 	 What is the purpose of the hypothesis function in 
regression?
a.	 Measure model accuracy
b.	 Calculate residuals
c.	 Predict target values
d.	 Select features

13. 	 In machine learning, what is a model's "training data"?
a.	 The data used to evaluate the model
b.	 The data used to make predictions
c.	 The data used to train the model
d.	 The data used for unsupervised learning

14. 	 Which concept helps in understanding model performance 
over new data?
a.	 Overfitting
b.	 Underfitting
c.	 Generalization
d.	 Cross-validation

Answers
1 – b 2 – b 3 – c 4 – c 5 – b

6 – b 7 – b 8 – b 9 – c 10 – b

11 – c 12 – c 13 – c 14 – c
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Chapter 4

 Going Beyond the Basics:
Exploring Non-Linear Models

Quiz

1.	 What type of problems is SVM particularly effective at 
solving? 
a.	 Problems with linear boundaries 
b.	 Problems with non-linear boundaries 
c.	 Problems with missing data 
d.	 Problems with high variance

2.	 What is the role of a leaf node in a Decision Tree? 
a.	 To further split the data 
b.	 To represent a final decision or outcome 
c.	 To calculate information gain 
d.	 To measure Gini impurity

3.	 Which model does not require any training phase? 
a.	 Decision Tree 
b.	 K-Nearest Neighbors (KNN) 
c.	 Support Vector Machine (SVM) 
d.	 Neural Network
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4.	 In the context of Decision Trees, what is meant by 
'pruning'? 
a.	 Adding more nodes to the tree 
b.	 Removing nodes to reduce complexity 
c.	 Changing the root node 
d.	 Increasing the depth of the tree

5.	 Which metric is NOT typically used in Decision Trees? 
a.	 Gini Impurity 
b.	 Entropy
c.	 Mean Absolute Error 
d.	 Information Gain

6.	 How is the decision boundary in SVM determined? 
a.	 By maximizing the distance between the closest points of 

different classes
b.	 By minimizing the distance between the closest points of 

different classes 
c.	 By averaging the distances of all points 
d.	 By using the sum of squared errors

7.	 Which feature selection method is most commonly used in 
building Decision Trees? 
a.	 Correlation Matrix 
b.	 Recursive Feature Elimination 
c.	 Information Gain 
d.	 PCA
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8.	 What is a common use case for K-Nearest Neighbors 
(KNN)? 
a.	 Real-time predictions 
b.	 Large-scale data analysis 
c.	 Dimensionality reduction 
d.	 Exploratory data analysis

9.	 What does a high Gini Impurity indicate about a node? 
a.	 The node is very pure 
b.	 The node is very impure 
c.	 The node has no data 
d.	 The node has perfect classification

10.	 What is the purpose of using a test set in model evaluation? 
a.	 To train the model 
b.	 To validate the model during training 
c.	 To evaluate the model's performance on unseen data 
d.	 To increase the model's complexity

11.	 Which attribute is NOT part of a Decision Tree node? 
a.	 Feature 
b.	 Decision rule 
c.	 Leaf value
d.	 Learning rate

12.	 How does K-Nearest Neighbors (KNN) determine the class 
of a new data point? 
a.	 By calculating the average value of its neighbors
b.	 By selecting the most frequent class among its neighbors 
c.	 By using a decision tree 
d.	 By applying a kernel function
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13.	 What is the primary goal of a Support Vector Machine 
(SVM)? 
a.	 To minimize the error rate 
b.	 To maximize the margin between classes 
c.	 To reduce the dimensionality of data 
d.	 To cluster data points

14.	 What is the main drawback of Decision Trees? 
a.	 They are difficult to interpret 
b.	 They require a lot of computational resources 
c.	 They are prone to overfitting 
d.	 They cannot handle categorical data

15.	 Which of the following is NOT a kernel type used in SVM? 
a.	 Linear 
b.	 Polynomial 
c.	 RBF (Radial Basis Function) 
d.	 Logistic

Answers
1 – b 2 – b 3 – b 4 – b 5 – c

6 – a 7 – c 8 – a 9 – b 10 – c

11 – d 12 – b 13 – b 14 – c 15 – d
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Chapter 5

 Ensemble Techniques:
Improving Prediction Power

Quiz

1.	 What metric combines precision and recall into a single 
score? 
a.	 AUC-ROC
b.	 Accuracy
c.	 F1 Score
d.	 Gini Impurity

2.	 What does AUC-ROC stand for? (Not covered, but you can 
research on it a bit more)
a.	 Area Under the ROC Curve
b.	 Aggregate Under ROC
c.	 Accuracy Under ROC
d.	 Area Under Receiver Operating Characteristic
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3.	 What is the primary metric used to evaluate classification 
models in this chapter?
a.	 MSE
b.	 Accuracy
c.	 Log-Loss
d.	 R2 Score

4.	 What is tree pruning in the context of decision trees?
a.	 Adding more branches to the tree
b.	 Removing sections of the tree
c.	 Changing the leaf nodes
d.	 Splitting the tree at the root

5.	 What is Gini Impurity?
a.	 A measure of the probability of a specific feature
b.	 A measure of the disorder in a dataset
c.	 A measure of how often a randomly chosen element 

would be incorrectly labeled
d.	 A measure of the information gain in a dataset

6.	 What does Information Gain measure?
a.	 Reduction in entropy
b.	 Increase in accuracy
c.	 Change in bias
d.	 Change in variance

7.	 What is the primary advantage of using Random Forests 
over a single decision tree?
a.	 Increased interpretability
b.	 Improved performance
c.	 Reduced computational cost
d.	 Simplified model
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8.	 How does Gradient Boosting minimize the loss function?
a.	 By averaging predictions
b.	 By correcting errors of previous models
c.	 By using random samples
d.	 By using random features

9.	 What type of learning algorithm does LightGBM use?
a.	 Linear regression
b.	 Tree-based learning
c.	 Neural Networks
d.	 K-Nearest Neighbors

10.	 What is a hyperparameter in machine learning?
a.	 A parameter that is learned from the data
b.	 A parameter set before the learning process begins
c.	 A metric for evaluating the model
d.	 A measure of model performance

11.	 What is overfitting?
a.	 When the model performs well on new data
b.	 When the model learns the noise in the training data
c.	 When the model is too simple
d.	 When the model has high bias

12.	 What is underfitting?
a.	 When the model is too simple to capture the data patterns
b.	 When the model performs well on training data but 

poorly on new data
c.	 When the model has low variance
d.	 When the model has high variance
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13.	 Which of the following is an ensemble method?
a.	 Linear regression
b.	 Decision Tree
c.	 Random Forest
d.	 K-Nearest Neighbors

14.	 Which of these is not a metric for evaluating classification 
models?
a.	 Precision
b.	 Recall
c.	 R2 Score
d.	 F1 Score

15.	 What is the key feature of LightGBM that enhances its 
performance?
a.	 Batch Gradient Descent
b.	 Sequential Learning
c.	 Leaf-wise growth
d.	 Bootstrap Sampling

Answers
1 – c 2 – a 3 – b 4 – b 5 – c

6 – a 7 – b 8 – b 9 – b 10 – b

11 – b 12 – a 13 – c 14 – c 15 – c
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Chapter 6

 Unsupervised Learning:
 Finding Patterns in Data

Quiz

1.	 Which of the following is a hierarchical clustering method? 
a.	 K-Means
b.	 DBSCAN
c.	 Agglomerative Clustering
a.	 Decision Tree

2. 	 In association rule learning, what is "support"?
a.	 The confidence level of a rule
b.	 The fraction of transactions that contain a particular 

itemset
c.	 The likelihood of an item being purchased together
d.	 The degree of correlation between items

3. 	 Which algorithm can handle non-spherical clusters?
a.	 K-Means
b.	 DBSCAN
c.	 Linear Regression
d.	 Naive Bayes
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4. 	 What does DBSCAN stand for?
a.	 Density-Based Spatial Clustering of Applications with 

Noise
b.	 Distance-Based Spatial Clustering of Applications with 

Noise
c.	 Data-Based Spatial Clustering of Applications with Noise
d.	 Dimension-Based Spatial Clustering of Applications with 

Noise

5. 	 In PCA, what are "principal components"?
a.	 New variables that maximize variance
b.	 Original features in the dataset
c.	 The smallest eigenvectors
d.	 The noise in the data

6. 	 What is the primary challenge addressed by dimensionality 
reduction?
a.	 Overfitting
b.	 Underfitting
c.	 High dimensionality
d.	 Low variance

7. 	 What is the "elbow method" used for?
a.	 Determining the optimal number of features
b.	 Determining the optimal number of clusters in K-Means
c.	 Reducing the number of data points
d.	 Increasing the model complexity
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8. 	 Which of the following is a non-parametric clustering 
algorithm?
a.	 K-Means
b.	 DBSCAN
c.	 Gaussian Mixture Model
d.	 PCA

9. 	 What does t-SNE stand for?
a.	 t-Distributed Stochastic Neighbor Embedding
b.	 t-Distributed Spatial Network Embedding
c.	 t-Distributed Symmetric Network Embedding
d.	 t-Distributed Spatial Neighbor Embedding

10. 	 Which algorithm is used for reducing the dimensionality 
of data while preserving the relationships between data 
points?
a.	 PCA
b.	 K-Means
c.	 t-SNE
d.	 DBSCAN

11. 	 In hierarchical clustering, what does the term "dendrogram" 
refer to?
a.	 A tree-like diagram showing the arrangement of clusters
b.	 The process of merging clusters
c.	 The initial step of cluster formation
d.	     D) A method of selecting the number of clusters
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12. 	 Which of the following metrics is NOT typically used to 
evaluate the performance of a clustering algorithm?
a.	 Silhouette Score
b.	 Confusion Matrix
c.	 Davies-Bouldin Index
d.	 Adjusted Rand Index

13. 	 In association rule learning, what is "confidence"?
a.	 The probability that a rule is correct
b.	 The fraction of transactions for which a rule holds
c.	 The likelihood of items being purchased together
d.	 The correlation between different items

14. 	 What is the main advantage of using a Gaussian Mixture 
Model (GMM) over K-Means?
a.	 GMM can model elliptical clusters
b.	 GMM requires fewer iterations
c.	 GMM is faster
d.	 GMM does not require choosing the number of clusters

15. 	 Which type of learning is used when there is no labeled 
data available?
a.	 Supervised Learning
b.	 Unsupervised Learning
c.	 Semi-Supervised Learning
d.	 Reinforcement Learning

Answers
1 – c 2 – b 3 – b 4 – a 5 – a

6 – c 7 – b 8 – b 9 – a 10 – c

11 – a 12 – b 13 – a 14 – a 15 – b
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Chapter 7

 A Gentle Introduction to
 Neural Networks and Deep
  Learning

Quiz

1.	 Which type of neural network is used for handling 
sequential data? 
a.	 Convolutional Neural Networks
b.	 Deep Neural Networks
c.	 Recurrent Neural Networks
a.	 Feedforward Neural Networks

2. 	 What problem do RNNs solve that traditional DNNs 
cannot?
a.	 Classifying images
b.	 Handling non-linear data
c.	 Capturing temporal dependencies
d.	 Reducing overfitting
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3. 	 What is the core processing unit in an RNN called?
a.	 Convolutional unit
b.	 Recurrent unit
c.	 Neuron
d.	 Hidden layer

4. 	 How does backpropagation help in training neural 
networks?
a.	 By computing the output only
b.	 By updating weights and biases
c.	 By simplifying the network
d.	 By reducing the number of layers

5. 	 What is the output of a convolutional layer in a CNN 
called?
a.	 Feature map
b.	 Weight matrix
c.	 Activation function
d.	 Bias

6. 	 What is a key characteristic of ReLU activation function?
a.	 It is non-linear
b.	 It is linear
c.	 It outputs a probability
d.	 It is used in output layers only

7. 	 What is the main advantage of hierarchical learning in 
CNNs?
a.	 It increases the number of neurons
b.	 It captures increasingly complex patterns
c.	 It reduces computational cost
d.	 It simplifies the network
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8. 	 Which neural network architecture is typically used for 
natural language processing?
a.	 CNN
b.	 RNN
c.	 DNN
d.	 MLP

9. 	 What does max pooling in CNNs help to achieve?
a.	 It increases the resolution of images
b.	 It reduces the size of feature maps
c.	 It adds complexity to the model
d.	 It normalizes the data

10. 	 What type of data is RNN especially good at processing?
a.	 Static images
b.	 Independent and identically distributed data
c.	 Sequential data
d.	 Structured data

11. 	 What key challenges do basic RNNs face when dealing 
with long sequences?
a.	 Overfitting
b.	 Vanishing gradient problem
c.	 Computational inefficiency
d.	 Lack of non-linearity

12. 	 Which of the following is an extension of RNN to handle 
long-term dependencies?
a.	 CNN
b.	 LSTM
c.	 MLP
d.	 DNN
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13. 	 What does the 'bias' in a neuron influence?
a.	 The input value
b.	 The activation threshold
c.	 The weight
d.	 The loss function

14. 	 In the context of neural networks, what does 'training' refer 
to?
a.	 Feeding data into the network
b.	 Initializing weights
c.	 Adjusting weights based on error
d.	 Designing the network architecture

15. 	 What does backpropagation adjust to minimize error?
a.	 Weights and biases
b.	 Input values
c.	 Activation functions
d.	 Number of layers

Answers
1 – c 2 – c 3 – b 4 – b 5 – a

6 – a 7 – b 8 – b 9 – b 10 – c

11 – b 12 – b 13 – b 14 – c 15 – a
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Glossary

Model
The result of an ML algorithm trained on data 
that makes predictions or decisions based on 
new input.

Neural Networks
Computer systems modeled on the human 
brain, designed to recognize patterns and 
interpret sensory data.

Pattern 
Recognition

The ability of a machine to recognize patterns 
and regularities in data.

Perceptron
An early type of neural network or a simple 
algorithm for supervised learning of binary 
classifiers.

Predictive 
Modeling

Using statistical techniques and ML to predict 
outcomes based on data.

Reinforcement 
Learning

A type of ML where a machine learns to make 
decisions by receiving rewards or penalties.

Supervised 
Learning

A type of ML where the model is trained on 
labeled data (data that already has an answer).

Training Data
Data used to train ML models. In supervised 
learning, this data is already labeled with 
correct answers.

Unsupervised 
Learning

A type of ML used to draw inferences from 
data sets consisting of input data without 
labeled responses.

Model Evaluation
Assessing how well an ML model performs 
by testing it on a set of data separate from the 
data used for training.
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Term Definition

Dataset
A collection of data, often used in machine 
learning as the input for training models.

Cardinality The number of samples in a dataset.

Dimensionality
The number of characteristics or features in a 
dataset.

Continuous Data
Numerical data that can take any value within 
a range.

Discrete Data
Numerical data consisting of distinct, separate 
values.

Nominal Data Categorical data without a specific order.

Ordinal Data Categorical data with a specific order.

Linear Algebra
A branch of mathematics dealing with vectors 
and matrices, fundamental to many ML 
models.

Vector
An entity in linear algebra with both 
magnitude and direction.

Matrix
A grid-like arrangement of numbers 
representing complex structures like images 
and datasets.

Dot Product
A mathematical operation measuring the 
similarity between two vectors.

Eigenvalues
Scalars associated with a linear system 
of equations (eigenvectors) used in 
dimensionality reduction.
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Eigenvectors
Vectors associated with a linear system of 
equations that do not change direction in a 
transformation.

Derivatives
Measures how a function changes as its input 
changes, crucial for optimization in ML.

Gradients
Vectors of partial derivatives used to optimize 
machine learning models by minimizing the 
loss function.

Probability
A measure of the likelihood of an event 
occurring, fundamental for making 
predictions in ML.

Descriptive 
Statistics

Statistics that summarize and describe the 
features of a dataset.

Inferential 
Statistics

Statistics used to make predictions about a 
dataset using analytical tools.

Features
Input variables used in a model to make 
predictions, often denoted as xx.

Target Variable
The output variable that a model aims to 
predict, often denoted as yy.

Least Squares
A method in linear regression used to 
minimize the sum of the squares of the 
residuals.

Residual
The difference between observed and 
predicted values in a regression model.
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Overfitting
When a model learns the training data too 
well, including noise, and performs poorly on 
new data.

Underfitting
When a model is too simple to capture the 
underlying trends in the data, leading to poor 
performance.

Generalization
The ability of a model to perform well on 
unseen data, not just the training set.

Cross-validation
A technique for assessing how the results 
of a statistical analysis will generalize to an 
independent data set.

Leaf Nodes
The terminal nodes in a decision tree, 
representing the final decision or outcome.

Gini Impurity
A measure used in decision trees to determine 
the purity of a node, with lower values 
indicating more pure nodes.

Entropy
A measure of randomness or impurity in a 
node, used to find the best split in a decision 
tree.

Information Gain
The reduction in entropy or Gini impurity 
achieved by splitting the data based on a 
specific attribute.

Kernel Functions
Functions used in SVM to transform data into 
higher dimensions to create optimal decision 
boundaries.
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Variance
The amount by which a model's predictions 
would change if it were trained on a different 
dataset.

Bias
The error is introduced by approximating a 
real-world problem, which may be complex, 
by a simpler model.

Decision Tree
A tree-like model used to make decisions 
based on input features.

Bootstrap
A statistical method that involves sampling 
with replacement from a dataset to create 
multiple subsets.

Gradient Boosting
A boosting method that uses gradient descent 
to minimize the loss function.

Loss Function
A function that measures how well a model's 
predictions match the actual data.

Feature Subset
A selection of features from the dataset used 
to train a model.

Synthetic Dataset
Artificially created data used to test and 
validate models.

Hyperparameters
Parameters that govern the training process 
of a model and are set before the learning 
process begins.
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Elbow Method

A technique to determine the optimal number 
of clusters (k) in K-Means by plotting the 
sum of squared errors and looking for the 
point where the rate of decrease slows down, 
forming an "elbow."

K-Means++

An improved version of K-Means that uses a 
smarter initialization of centroids to enhance 
clustering performance and convergence 
speed.

Hierarchical 
Clustering

A clustering method that builds a tree-like 
structure of nested clusters, either by merging 
individual points into clusters or by splitting 
larger clusters into smaller ones.

Dendrogram
A tree-like diagram used to visualize the 
hierarchical structure of clusters formed 
during hierarchical clustering.

DBSCAN 
(Density-Based 
Spatial Clustering 
of Applications 
with Noise)

A density-based clustering algorithm that 
groups data points based on density, capable 
of discovering clusters of arbitrary shape and 
identifying outliers as noise.

Mean Shift 
Clustering

A non-parametric clustering algorithm that 
finds clusters by iteratively shifting data 
points towards regions of higher density, 
without requiring a predefined number of 
clusters.

Gaussian Mixture 
Model (GMM)

A probabilistic clustering method that models 
data as a mixture of multiple Gaussian 
distributions, assigning each data point a 
probability of belonging to different clusters.
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Principal 
Component 
Analysis (PCA)

A linear dimensionality reduction technique 
that transforms data into a set of new, 
uncorrelated variables called principal 
components, maximizing variance in fewer 
dimensions.

Eigenvalues
Values representing the magnitude of variance 
captured by each principal component in 
PCA.

Eigenvectors
Directions in the feature space along which 
data has the most variance, used to form 
principal components in PCA.

Covariance 
Matrix

A matrix that captures the pairwise 
covariances between features, used in PCA to 
identify relationships between features.

t-SNE 
(t-Distributed 
Stochastic 
Neighbor 
Embedding)

A non-linear dimensionality reduction 
technique that visualizes high-dimensional 
data by clustering similar points together in a 
lower-dimensional space.

Market Basket 
Analysis

A data mining technique used to discover 
relationships between items in large datasets, 
often applied in retail to understand customer 
purchasing patterns.

Association Rules

Rules derived from Market Basket Analysis 
that reveal relationships between items, such 
as "If a customer buys X, they are likely to buy 
Y."

Support (in 
Association 
Rules)

A measure of how frequently an itemset 
appears in a dataset, indicating the 
significance of the rule.
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Confidence (in 
Association 
Rules)

A measure of the reliability of an association 
rule, calculated as the likelihood of item Y 
being purchased when item X is purchased.

Lift (in 
Association 
Rules)

A measure of the strength of an association 
rule, indicating how much more likely 
item Y is to be purchased when item X is 
purchased, compared to when Y is purchased 
independently of X.

Activation 
Function

A function applied to the output of a neuron 
that introduces non-linearity, enabling the 
network to model complex data. Common 
functions include ReLU, Sigmoid, and Tanh.

Convolutional 
Neural Networks 
(CNNs)

A type of neural network designed for 
processing structured grid data, like images, 
by using convolutional layers to detect 
patterns and pooling layers to reduce 
dimensionality.

Convolution
A mathematical operation used in CNNs 
where a filter is applied to the input data to 
extract features like edges or textures.

Pooling

A down-sampling operation in CNNs that 
reduces the dimensionality of feature maps 
while preserving important features, such as 
Max Pooling.
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Hierarchical 
Learning

The process in CNNs where early layers detect 
simple features (like edges), while deeper 
layers detect more complex patterns (like 
shapes).

Recurrent Neural 
Networks (RNNs)

A type of neural network designed for 
sequential data, where each neuron has a 
"memory" of previous inputs, making it 
suitable for tasks like language processing.

Sequential Data
Data where the order of elements matters, 
such as time series or text sequences.

Recurrent Unit
The core component of an RNN that maintains 
a hidden state and updates it based on the 
current input and the previous hidden state.

Long Short-Term 
Memory (LSTM)

A type of RNN architecture that includes 
mechanisms to control the flow of information, 
making it better at capturing long-term 
dependencies.

Gated Recurrent 
Units (GRU)

A simplified version of LSTM that also helps 
in capturing dependencies in sequential data, 
but with fewer parameters.

Loss Function

A function used to measure the difference 
between the network's predictions and the 
actual target values. The goal is to minimize 
this loss during training.

Mean Squared 
Error (MSE)

A common loss function for regression tasks 
that calculates the average squared difference 
between predicted and actual values.
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Learning Rate
A hyperparameter that controls how much the 
model's weights are adjusted with respect to 
the loss gradient during training.

Fully Connected 
Layer (Dense 
Layer)

A layer in which every neuron is connected to 
every neuron in the previous layer, typically 
used in the final stages of a CNN or RNN.

Binary 
Cross-Entropy

A loss function used for binary classification 
problems, measuring the difference between 
two probability distributions.

Adam Optimizer

A popular optimization algorithm used to 
update weights during training by combining 
the advantages of both the Adaptive Gradient 
Algorithm (AdaGrad) and RMSProp.

Sigmoid Function
An activation function that maps input values 
to a range between 0 and 1, often used in the 
output layer for binary classification tasks.

ReLU (Rectified 
Linear Unit)

An activation function that outputs the input 
directly if it is positive; otherwise, it outputs 
zero. It is widely used in hidden layers of 
neural networks.
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Additional Resources

Chapter 2: Mastering the Fundamentals of 
Machine Learning

2.3.1 Installing Python

Before proceeding with Python programming, it is essential 
to ensure that Python is properly installed on your system. This 
section provides curated resources—including a comprehensive 
blog and platform-specific video tutorials—to guide you through 
the installation process on Windows, macOS, and Linux. 
Following the correct steps will help avoid common setup issues 
and ensure a smooth development experience.

Video Tutorials: 

Windows: How to Install Python - The Right Way

Mac: How to Install Python on Mac | Install Python on macOS 
(2024)

Linux: How to install Python on Linux Mint, Ubuntu, Other Linux 
Distributions

Overall: You MUST WATCH THIS before installing PYTHON. 
PLEASE DON'T MAKE this MISTAKE.

Comprehensive Blog (for all OS’s): 

https://kinsta.com/knowledgebase/install-python/ 
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Chapter 3: Supervised Learning: Starting with 
the Basics

3.2.2 Coding Linear Regression from Scratch

In this section, we will implement and train a linear regression 
model from scratch using the Boston House Pricing Dataset. 
This dataset includes various housing attributes along with 
corresponding prices, making it ideal for regression analysis. 
The model will be built using NumPy, Pandas, and Matplotlib 
in a Jupyter Notebook environment, without relying on machine 
learning libraries.

Boston House Pricing Dataset: 
https://www.cs.toronto.edu/~delve/data/boston/bostonDetail.html
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For any additional help or resources  
please write to us on  

reachus@vibrantpublishers.com


